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Abstract 

This deliverable reports on methods used for extracting content from EO and non-EO data. 
Specifically, it reports in depth the methodology and the research outputs in change 
detection techniques that are employed in EOPEN. The techniques are adapted to and 
examined in each use case scenario of EOPEN, aiming to present a complete analysis of the 
most suitable change detection techniques in the monitoring of floods, climate changes and 
food security, from Earth Observation imagery. Moreover, the deliverable contains a brief 
introduction to the EOPEN concept and event detection mechanisms, as well data clustering, 
similarity search and community detection analytics. 
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Executive Summary 

This deliverable presents the first version of the change detection techniques in EOPEN and 
it also provides a short overview of the State-of-the-Art techniques in clustering, concept 
extraction, event detection and community detection.  

As far as the change detection is concerned, it identifies the changes realized on the 
landscape by considering EO data as input. Change detection addresses all three EOPEN use 
cases; flood risk assessment, food security and climate change. However, the climate change 
use case contains several aspects, such as weather conditions, but we put our focus on the 
road maintenance since the other aspects are covered in other EOPEN deliverables. 
Specifically, for the flood risk assessment and climate change use cases, we discuss the 
baseline algorithms developed for identifying floods in general and floods related to road 
passability. In case of floods both optical and radar satellite data are handled in two different 
approaches. For radar satellite data an automatic thresholding approach is tested, while for 
the optical data a Modified Normalized Difference Water Index (MNDWI) and a discriminant 
analysis with post-processing is applied. All approaches generate water-bodies masks in 
order to tackle the water-mapping task. In case of the road passability scenario, which is one 
of the aspects of the climate change use case, a fine-tuned deep neural network was trained 
that recognized roads with water.  Finally, with regard to the Food Security use case, an EO-
based change detection framework was designed and implemented to update land cover 
maps of past years, so as to be used as training datasets for supervised classifiers. 

The next topic that was covered was concept detection that is responsible for adding visual 
tags on social images by using a fine-tuned deep neural network. Furthermore, we discuss 
event detection task which aims at discovering incidents that can be interesting or alerting 
regarding to the explored use cases and producing respective notifications in the EOPEN 
system. A preliminary investigation is performed on social media data about floods in Italy 
for the period of one year, taking into consideration the number of collected tweets per day. 
The detected events are manually associated with real incidents in order to show that the 
fluctuation of posts correlates with events. 

In the sequel, we discuss similarity fusion in non-EO data. Specifically, the State-of-the-Art 
techniques are presented and then we present the modalities describing tweets and how 
single modality similarity is realized. 

Another clustering procedure is performed on textual information, originating from the text 
of Twitter posts. A dedicated service estimates the number of clusters, assigns the available 
posts to the clusters and finds the most frequent terms for each group. Aside from the well-
known text clustering, we also perform unsupervised image clustering. The techniques are 
applied to EO data in order to group images that have similar features (e.g. colour). 
Specifically, artificial neural networks such as an autoencoder are utilized to efficiently 
perform clustering on a HPDA infrastructure using Keras with TensorFlow. Results are then 
mapped onto a two-dimensional plane, where the distance between images represents their 
similarity. Each identified group is then described through a representative thumbnail. 

Community detection task aims at targeting the discovery of user communities based on 
their interaction. An implemented service consumes the relationships between user 
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accounts of social media and produces a network of users, along with the detected 
communities and the most influential users. 

Finally, in order to respond to the reviewer’s comments, information is added to several 
parts of the deliverable, while two annexes are included as well. Specifically, the comment 
on the cooperation with CANDELA project is addressed in the end of Section 2.3 and a 
related table is added in an appendix that presents the outcome of the discussion with the 
respective partners, regarding the differences and similarities in the approaches used for 
Change Detection. As far as it concerns the comment of using OpenStreetMap for road 
detection, a paragraph is added inside Section 2.6.2. Regarding the use of VHR satellite 
imagery, a paragraph is added in the introductory paragraph of Section 2.2 . Moreover, the 
comment related to the use of other sources for monitoring flood events is answered by 
adding a paragraph in Section 2.4.1, while the use of the ECMWF Global Flood Awareness 
System is now discussed in a paragraph in Section 2.4.1, that explains a scenario where this 
system would be of interest in EOPEN. The comment on the relation between the H2020 
projects beAWARE and EOPEN is addressed in a paragraph added in Section 3.2.1 and in an 
appendix. Moreover, the comment related to the use of data found in the Disaster Charter is 
addressed in Section 2.4.4 Finally, the issue regarding the version of the deliverable is 
resolved by updating the version number. 
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1 INTRODUCTION  

EOPEN extracts knowledge from the collected EO and non-EO data in order to add value in 
products related to flood monitoring, food security and climate change monitoring for 
extreme weather conditions. This document presents the developed change detection 
algorithms and baseline methods for the extraction of water masks in urban areas (PUC1), in 
agricultural areas (PUC2), as well as to automatically infer whether a road is passable or not 
due to an extreme weather event, such as floods.  

Techniques for change detection are differentiated for each pilot as there are different 
algorithms and state of the art processes that could be applied. The developed mechanisms 
include an AI component, which is based on state-of-the-art Deep Learning architectures, 
allowing for effective decision making, as it is requested by the user requirements.  

Apart from the change detection algorithms from EO data, state-of-the-art algorithms for 
concept and event detection, data clustering and community detection from social media 
have been developed to support the value-adding chain of EO data analysis. This document 
briefly introduces baseline approaches which are adapted to the purposes of EOPEN for 
integration to the 1st prototype of the EOPEN system. 

EOPEN extracts high-level concepts from visual content, as provided by the Twitter crawling 
mechanism of EOPEN. To that end, we present in Section 3 the developed and fine-tuned 
Deep Convolutional Neural Network (DCNN) descriptors, which are trained in the context of 
the EOPEN use cases. Event detection is based on burst analysis on the contextual data (e.g. 
frequency of relevant tweets) which are fused with spatiotemporal information and weather 
information. 

In Section 4, we discuss the techniques for similarity fusion and present a single modality 
similarity framework. The extracted concepts serve as queries in a search engine, offering 
the user to retrieve information on demand, which is similar to a given query. During the 
first year of EOPEN, the information retrieval mechanism of EOPEN platform was able to 
search by concept. 

Grouping the collected EO and non-EO data by content is an additional functionality which is 
developed to cluster items that contain similar patterns, whether it concerns visual or 
textual information. Algorithms are parallelised and executed on HPC infrastructure in order 
to offer a very scalable solution, when needed. 

Last but not least, EOPEN detects end user communities in the collected Twitter content. 
Users who post very often reliable information become influencers and their posts during a 
crisis event, such as a flooding, are more than useful to the public authorities. 
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2 CHANGE DETECTION MODULE 

The change detection aims at monitoring specific changes in pre-defined Areas of Interest 
(AoI), including changes in the landscape (flood monitoring, food security) or in the road 
network. The techniques applied for change detection differ among the different use cases 
as there are different algorithms and state of the art processes that could be applied. In this 
deliverable, we present the baseline methods for flood detection and road passability that 
are the base for change detection for PUC 1 (Flood risk assessment and Prevention) and 
PUC3 (Climate Change through Earth Observation Flood) respectively. It should be noted 
that PUC3 covers a wide range of phenomena to be monitored, with road passability being 
one of them. Finally, as far as PUC2 is concerned, the current deliverable discusses the 
change detection framework for food security in the context of identifying extreme 
differences (outliers) between Sentinel-1 backscatter coefficients of different years and 
thereby appending accordingly the land cover maps to be used for rice paddy supervised 
classification. 

2.1  Architecture of the change detection module 

In this section, we discuss the architecture of the change detection module and how it is 
interconnected with the other EOPEN modules. As depicted in Figure 1, WP4 contains the 
modules that process the EO and non-EO data retrieved from the different modules of WP3. 
Change detection considers exclusively EO data and metadata and uses them for detecting 
changes in the water level as a consequence of floods. 

Thus, the Change detection module has as input the EO data and their metadata. It applies 
change detection techniques and its output is passed to the Clustering EO Imagery module 
(T4.4) and populates the EOPEN ontology. 

 

Figure 1: Position and information flow of Change detection module in EOPEN framework. 
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2.2  Data and use case scenarios 

This section contains the data that have been used in change detection and the use case 
scenarios. It should be noted that our aim is to consider all the available data types for all 
the use cases. We should note that the data considered are provided by the Copernicus 
Programme. 

Although the provided data do not have the high resolution that data by other satellite 
providers (such as Airbus DS or DigitalGlobe) have, they have the advantage that they are 
freely available to all the scientific community compared to the VHR (Very High Resolution) 
satellite imagery which comes with a very high price. 

2.2.1 Data types 

Sentinel 1 

Sentinel-1 constitutes the first of the Copernicus Programme satellite constellation. Each of 
its satellites carries an advanced synthetic aperture radar that works in several specialized 
modes to provide detailed imagery. These data will be used for applications such as 
monitoring the oceans, sea ice and oil spills. It also provides data to map changing land 
cover, ground deformation and can be used to help emergency response when disasters 
such as floods strike and to support humanitarian relief efforts at times of crisis. 

The first satellite, Sentinel-1A, launched on 3 April 2014, and Sentinel-1B was launched on 25 
April 2016.  Two more satellites, Sentinel 1C and 1D, are expected to be launched from 2021 
onwards. 

Sentinel-1 operates in four exclusive acquisition modes: Stripmap (SM), Interferometric 
Wide swath (IW), Extra-Wide swath (EW), Wave (WV). Figure 2 depicts the basic 
characteristics of each acquisition mode. 

The primary conflict-free modes are IW, with VV+VH polarisation over land, and WV, with VV 
polarisation, over open ocean. EW mode is primarily used for wide area coastal monitoring 
including ship traffic, oil spill and sea-ice monitoring. SM mode is only used for small islands 
and on request for extraordinary events such as emergency management. 

As input for the framework of the change detection approach (see 2.4.2), Sentinel-1 
products are required. And more specifically the Ground Range Detected (GRD) products, 
with data acquired in Interferometric Wide (IW) acquisition mode at High Resolution (HR). 
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Figure 2: Sentinel-1 Product Modes. Image taken from web site: sentinel.esa.int 

Sentinel 2 

Where clouds, trees and floating vegetation do not obscure the water surface, high-
resolution visible/infrared sensors provide good delineation of inundated areas. Sentinel-2 
Earth observation mission data, as part of the EU Copernicus Programme, provides Multi-
spectral data with 13 bands in the visible, near infrared, and short wave infrared part of the 
spectrum. It includes four bands at 10 metres, six bands at 20 metres and three bands at 60 
metres spatial resolution, as depicted in Figure 3. 

 

Figure 3: Sentinel-2 spectral bands (Martimort et al., 2007) 
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Sentinel-2 mission was also selected for its open access through publicly available web APIs 
and frequent revisit times, currently generating one image per 5-6 days, using two identical 
satellites (Sentinel 2A and 2B). The first satellite, Sentinel-2A, launched on 23 June 2015, and 
Sentinel-2B was launched on 7 March 2017. Two more satellites, Sentinel 2C and 2D, are 
expected to be launched from 2021 onwards. 

2.3  Use case scenarios 

In this section, we describe briefly the three use cases targeted by EOPEN. A detailed 
description of the use cases can be found in EOPEN Deliverable 2.1 “"Use Case Design 
Report".  

PUC1 - Flood Risk Assessment and Prevention 

This use case deals with flood monitoring with regard to flood risk assessment and 
prevention. The area that is studied is within the Italian Eastern Alps river District and it is 
regularly affected by critical flooding from the Bacchiglione River and its tributaries. Due to 
unfinished planned flood defences, the risk of flooding remains. In case the flood affects the 
city area, high levels of water are observed in the streets that cause severe problems 
including drowning of people, building damage and traffic problems. Figure 4 depicts an 
example of water detection using Sentinel-2 product in the area of Vicenza of Italy. 

 

Figure 4: Example of water detection using Sentinel-2 product. 

PUC2 - Food Security through Earth Observation dataset 

This use case comprises several different components including food access, distribution, 
food supply stability and use of food. It discusses the fact that the increase of the earth’s 
population, will increase the food demand. Hence, in order to tackle of food security, it is 
necessary to improve nutrition to people. The food crises mainly arise from weather 
extremes, natural disasters, societal crises, and other reasons such as population growth and 
cultivation restrictions that require fast and efficient communication for effective and timely 
decision making. Within the scope of EOPEN’s food security pilot, the focus is on South 
Korea which has experienced rapid population growth due to urbanization, 
commercialization of the food chain. In case of an international grain supply failure, the 
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country is exposed to a food security crisis due to its high dependence on major grains and 
limited exporting countries. Therefore the specific use case will monitor the rice production 
in South Korea (rice mapping, rice yield estimation) in order to ultimately provide accurate 
and timely food security related information to the pertinent decision makers. Figure 5 
depicts an example of a water mask from the Korea region that delineates both permanent 
water and rice areas. 

 

Figure 5: On the left the false-colour visualisation image, combining the processed VV and 
VH bands. On the right the generated water mask via automatic thresholding of the 

processed VH band (delineates both permanent water and rice areas). 

PUC3 - Monitoring the Climate Change through Earth Observation Flood 

This use case deals with the climate change and specifically with the rise of the average 
temperature and the increase of rate of the increase in precipitation in Finland. Such 
changes affect mostly winters than summers. Thus, Finland has adapted several mitigation 
and adaptation plans. Within the same content Finland plans to reduce its greenhouse gas 
emissions and promote sustainable industry, land use planning and construction. Land-use 
decisions are critical to mitigate snow recreation industries and the changing pastures of 
reindeer and their Saami herders. This use case considers historical snow and temperature 
data, supplemented by EO data, in an effort to support Finnish Transportation Agency's 
current and future road maintenance for the Finnish drivers and riders as the country shifts 
into "intelligent traffic", "mobility as a service", and self-driving cars to improve safety, 
streamline traffic and reduce energy needs. It also involves temperature and snow data 
support for the Finnish Lapland communities who are experiencing the greatest climate 
change consequences. In the current deliverable, we focus on the road maintenance issue 
and we identify whether a road is passable or not due to water. Figure 6 depicts an example 
of road passability using Sentinel-2 product in the area of Vicenza of Italy.  

At this point we should note that Change Detection is inside the scope of another H2020 
Project too, i.e. the CANDELA Project1. In A.1 Appendix, there is a detailed table, which 
summarizes the aspects of the Change Detection modules in the EOPEN and CANDELA 
projects and thus makes clear the similarities and differences of the approaches proposed. In 
CANDELA project, Sentinel-2 images are exclusively used and the approach proposed is 
unsupervised and based on a 25-dimensional feature vector, whereas EOPEN considers both 

                                                      
1
 http://candela-h2020.eu/  

http://candela-h2020.eu/
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Sentinel-1 and Sentinel-2 products, uses several features depending on the product type and 
the approach can be either supervised or unsupervised, according to the problem targeted.  

 

Figure 6: Example of road passability detection using Sentinel-2 product. 

2.4  Change detection in PUC1 - “Flood Risk Assessment and Prevention 

This section focuses on describing flood monitoring approaches that will be applied on 
detecting changes of the water level that is attributed to floods or draughts.  

2.4.1 State of the art in flood monitoring using EO data 

Flooding, as the world's most costly type of natural disaster is responsible for destroying 
housing, agriculture and communications, costing dozens of lives. Remote sensing systems 
can provide the required information for delineating the flood-affected areas, assessing the 
damage or detecting urban areas prone to be flooded. 

For water mapping a common approach is developing a threshold methodology that 
separates water from non-water areas. To avoid a false local threshold, an empirical 
threshold of -18db can be applied (Twele et al., 2016). The modified difference water index 
(MNDWI) is more suitable than NDWI for enhancement of water with many built-up land 
areas in the background than the NDWI because it can efficiently reduce and even remove 
built-up land noise (Hanqiu Xu, 2006). Improvement in spatial resolution can be achieved by 
using Sentinel-2 images (Green and SWIR bands) performing pan-sharpening techniques to 
match the different resolutions of the bands, enhancing image quality (Du et al., 2016). 

The current trend in flood detection relies on Neural Networks (Kang et al., 2018), where the 
Fully-Convolutional Network (FCN), a variant of VGG16 on Gaofen-3 SAR images, is utilized 
for flood mapping. FCN demonstrates robustness to speckle noise in SAR images. To make 
the deep learning model more universal, speckle noise is not filtered. In (Kia et al., 2012) the 
most widely used criteria performances, namely coefficient of determination (R2), sum 
squared error (SSE), mean squared error (MSE), and root mean squared error (RMSE) are 
used to optimize the performance of the Artificial Neural Network (ANN). Each method is 
estimated from the ANN predicted values and the measured discharges (targets). Seven 
input nodes, each representing flood causative parameters, including rainfall, slope, 
elevation, soil, geology, flow accumulation, and land use are used during the ANN modeling. 
Rainfall factor is the main factor in the training of the neural network with the elevation the 
most important factor for flood susceptibility mapping. The approach in (Skakun, 2012) is 
based on the segmentation of a single SAR image using self-organizing Kohonen maps 
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(SOMs) and further image classification using auxiliary information on water bodies that 
could be derived, from optical satellite images. A moving window is applied to process the 
image and spatial connection between the image pixels is taken into account. Neural 
networks weights are adjusted automatically using ground-truth training data. 

In contrast, we are investigating a unifying approach to infer whether an area is inundated or 
not, due to a severe flood event. We report and examine state-of-the-art classification 
methods with transfer learning based on Deep Convolutional Neural Networks, aiming to 
develop an effective flood monitoring algorithm. 

Finally, it should be noted that, apart from satellite data, other sources could also be 
considered for addressing the flood detection problem. There exist several options including 
the use of sensors and flood forecasting models. As far as the sensors are concerned, it is 
common to consider in situ sensors or river heights within the context of getting an early 
indication of a flood event. AAWA EWS harvests on a daily basis all the datasets from the 
regional monitoring networks including the information coming from sensors, and feeds 
them to their hydrological model. Therefore, inside the AAWA database one can find archive 
data from 1924 till today and hourly observations from the automatic in situ network from 
1994 till now. However, the use of sensors is outside the scope of EOPEN. 

Another source could be forecast flood models, such as the ECMWF Global Flood Awareness 
System2. These models cannot be used for monitoring, but solely for forecasting purposes; 
thus they could be considered as an early warning and their output could trigger the flood 
monitoring modules. 

2.4.2 Framework 

In this deliverable, we present two frameworks developed for identifying flooded areas using 
satellite images. Both frameworks are considered as baseline methods. The first framework 
is a thresholding algorithm that can be applied with slight modification both to Sentinel 1 
and Sentinel 2 data, while the second framework is exclusively oriented to handling optical 
images and thus it can only be applied to Sentinel 2 products. 

Sentinel 1 

During heavy raining, dense clouds cover the sky making it virtually impossible to map the 
area below using satellites that are equipped with passive acquisition instruments. Thus, a 
satellite with the cloud penetrating ability of Synthetic Aperture Radar (SAR) instrument 
appears as the most suitable candidate for monitoring the floods at real time. Sentinel-1 
carries an active system that sends a microwave signal from a sensor platform to the ground 
and detects backscattered waves that the ground reflects directly back to a receiver on the 
same platform, allowing them to operate under any condition at day or night times. The 
received backscatter is depicted in SAR imagery that requires pre-processing to be usable, 
due to the intense noise. The performed operations are these of calibration, speckle noise 
removal, terrain correction and conversion to the logarithmic scale (dB). Then a thresholding 
technique that separates the water from non-water areas is used. Attempting to estimate 
the threshold on the whole image may fail due to the massive uneven distribution of water 

                                                      
2
 https://www.ecmwf.int/en/about/media-centre/news/2018/major-upgrade-global-flood-awareness-

system 

https://www.ecmwf.int/en/about/media-centre/news/2018/major-upgrade-global-flood-awareness-system
https://www.ecmwf.int/en/about/media-centre/news/2018/major-upgrade-global-flood-awareness-system
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and non-water amounts. To solve this, the area of interest is split into multiple smaller tiles 
where individual thresholds of the VV polarization band are easier to be calculated, 
eventually forming an average total threshold that is applied to the whole processed image, 
generating the water-bodies mask. Framework is depicted in Figure 7. The thresholding 
approach is built with snappy (ESA’s python API that provides SNAP (Sentinel Application 
Platform) (functionality) and runs as a service allowing automatic calculation of water bodies 
of any Sentinel-1 GRD-IW product that is fed to the model. A false color image combining VV 
and VH polarization bands is generated for better visualization of the AOI. 

 

Figure 7: Framework of automatic thresholding water-bodies mask generation of a Sentinel 1 
image, Ballinasloe (Ireland). 

 

Sentinel 2 

Baseline1 

Where clouds and dense vegetation do not obscure the water surface, high-resolution 
passive sensors provide good delineation of flooded areas. Near-infrared imagers are 
especially effective, because the near-infrared spectral bands are strongly absorbed by 
water, but reflected by land.  

Figure 8 illustrates the workflow of the generation of the water-bodies mask, using optical 
satellite data. MNDWI (see 2.4.1) is used combined with a hard threshold to separate 
inundated from non-inundated areas. 

𝑀𝑁𝐷𝑊𝐼 =
Green − SWIR

Green + SWIR
 , 𝑀𝑁𝐷𝑊𝐼 > 0 

A binary water-bodies mask is generated. The SCL band of the Level 2A Sentinel-2 product is 
used to exclude clouds and shadows of the final mask. 
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Figure 8: Framework of automatic thresholding water-bodies mask generation of a Sentinel 2 
image, Vicenza (Italy). 

Baseline2 

The baseline framework that is developed for handling Sentinel 2 (optical) products is called 
discriminant analysis method. This method is a combination of Mahalanobis distance-based 
classification for flood mask creation and morphological post-processing for flood mask 
correction which aims at removing erroneous areas (Michail, et al. 2018).  

In general discriminant methods split the pattern space into as many regions as the classes 
encompassed by the training set are and establish bounds that are shared by the spaces. 
Regarding discriminant analysis, it is one of the most common discriminant methods that 
relies on prior training of the system with objects known to which class they belong, and 
allows attributing an unknown sample to a certain class. The bounds established during the 
analysis, can be based on correlation coefficients and distances. A subcategory of 
discriminant analysis methods is the distance-based methods that possess superior 
discriminating power (Morozova, et al. 2013). The most commonly used distance measures 
are the Euclidean distance and the Mahalanobis distance. 

As far as the mask correction step is involved, it comprises the following three processes: 

• The first process is considered as a global filter that aims at correcting flood-denoted 
pixels in image-level. It relies on the assumption that if the percentage of pixels 
classified as flooded in an image is very small, and then probably these pixels are 
misclassified samples. So if the percentage of flooded pixels in an image is less than a 
preset threshold, they are set to non-flooded (the threshold has been empirically set 
to 5% after examining classification results of a training set).  
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• The second process functions as a local filter that aims at eliminating small flooded 
areas, that is groups of a few pixels, usually 1 to 10, classified as flooded in non-
flooded areas, which are potentially false positives. It uses connected-component 
analysis that involves counting the number of pixels in such areas and in case it is less 
than a threshold (10 pixels), it marks them as non-flooded.  

 The third process aims at eliminating small non-flooded areas inside flooded area, 
which are probably false negatives, while preserving large areas. The operations 
involved in this process are image dilation and erosion. Image dilation usually uses a 
structuring element for probing and expanding the shapes contained in an image, 
while image erosion is to remove the boundaries of regions of 
foreground pixels which translates to having smaller foreground pixels areas, and 
larger holes within those areas. 

It should be noted that the framework considers the discriminative ability of the variance of 
the colors Red (R), Green (G), Blue (B) and the Near-Infrared (NIR) values of the satellite 
image pixels in order to separate flood from non-flood areas. The steps involved in the 
method are the following:  

• Random selection of pixels from the training dataset.  

• Representation of each pixel with a 4-dimensional feature vector (R, G, B, NI) 

• Classification using discriminant analysis technique. The input is a 4 dimensional 
feature vector accompanied by an integer label (0, 1) signifying water existence. 
Regarding the discriminant functions used for classification several options are 
evaluated including the linear, and Mahalanobis. The output of the classification is a 
binary mask with 1 for flooded pixels and 0 for non-flooded. 

• Validation of classifier developed on testing set of images  

• Performing the three aforementioned post-processing morphological operations on 
masks for removing erroneous areas. 

Figure 9 depicts a high-level representation of the framework. 

 

 

Figure 9: Framework of discriminant analysis method. 

https://homepages.inf.ed.ac.uk/rbf/HIPR2/pixel.htm
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2.4.3 Evaluation 

Sentinel 1 and Sentinel 2 (Baseline 1) 

To measure the efficiency of the baseline framework, some significant flood events were 
selected from Copernicus Emergency Management Service3 (EMS). The semi-automatic 
annotation of the flooded areas that is provided is used to compare with our results. As 
input to our framework the closest timely products to the above EMSR (Emergency 
Management Service Response) events were retrieved from ESA’s Copernicus Open Access 
Hub4.  

Finally, the evaluation measure used for assessing the performance of the model at 
successfully detecting water is the Intersection over Union (IoU). 

IoU =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑖𝑥𝑒𝑙𝑠)

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑎𝑛𝑑 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑖𝑥𝑒𝑙𝑠)
 

The selected flood events are located to Peru, Greece, Ireland and Norway. 

Sentinel 2 (Baseline 2) 

The proposed baseline framework is developed on the satellite data of the MediaEval 2017 
dataset provided within the context of the Multimedia Satellite Task5 and is evaluated on 
satellite data referring to the Moroccan Demonstration Area provided within the context of 
the H2020 MOSES6 (Managing crOp water Saving with Enterprise Services) Project. 

Specifically, as far as the training set is concerned, the satellite images belonging to the 
MediaEval 2017 dataset are collected from PlanetLabs7, and it contains 24,000 pixels 
(specifically 6000 pixels positive & 18000 negative pixels) randomly selected from 448 
images with dimension equal to 320x320 pixels. On the other hand, the testing set 
comprises one LandSat7 image and four LandSat8 images that capture water volumes data 
that refer to the Al Massira dam located in Morocco. 

Regarding the discriminant functions evaluated during the development of the classifier, the 
following options were tested: linear, diagonal linear, quadratic, diagonal quadratic, and 
Mahalanobis. 

Finally, the evaluation measure used for assessing the performance of the model is the 
accuracy.  

ac𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠
 

Accuracy is measured both on full image and solely on the dam and surrounding area. This is 
realized because the annotation provided refers only to the dam region, while no 
information on other water areas exists in the LandSat product. 

                                                      
3
 https://emergency.copernicus.eu/  

4
 https://scihub.copernicus.eu/  

5
 http://www.multimediaeval.org/mediaeval2018  

6
 http://moses-project.eu/moses_website/  

7
 https://www.planet.com/  

https://emergency.copernicus.eu/
https://scihub.copernicus.eu/
http://www.multimediaeval.org/mediaeval2018
http://moses-project.eu/moses_website/
https://www.planet.com/
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2.4.4 Results 

Sentinel 1 

Table 1 contains the IoU evaluation method of the generated water-masks compared to EMS 
annotation areas. The array demonstrates for each EMSR event the automatic threshold of 
the thresholding algorithm that separated inundated from non-inundated area, as well as 
the achieved IoU score. 

Table 1: Water-masks generation IoU evaluation accuracy. 

Published on Location EMSR Threshold (dB) IoU (%) 

2017-03-30 Parachique (Peru) EMSR199 -18.13 83.5 

2016-01-11 Ballinasloe (Ireland) EMSR149 -16.95 78.4 

2018-05-14 Lillestrom (Norway) EMSR283 -19.59 69.0 

2018-06-29 Chrisoupoli (Greece) EMSR292 -17.49 69.9 

Observing the results we conclude that the separating threshold tends to fall between -17 
and -19.5db. 

 

Figure 10. Overview image of Ballinasloe (Ireland) as provided by EMS (left) and its water-
bodies mask, calculated by the multi-tiles thresholding technique (right). 

Sentinel 2 

Baseline1 

Table 2 contains a comparison among the IoU performance of the baseline methods of 
Sentinel-1 Auto Thresholding, Sentinel-2 MNDWI and Sentinel-2 extracted water of the SCL 
band, compared to the delineation image provided by Copernicus ESA EMS for a specific 
flood event. 

The low performance here is due to the fact that the EMS delineation (annotation) image 
was not timely close to the used Sentinel-1 and Sentinel-2 satellite images. Especially, the 
optical Sentinel-2 satellite required a cloud free image.  

For this event, the MNDWI method demonstrated better performance compared to the 
marked as water areas of the included SCL band of the Sentinel-2 product. 
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Table 2: Compare the IoU of the three different water-bodies mask generation methods. 

Published on Location EMSR S1 Auto-Thres S2 MNDWI S2 SCL 

2018-02-24 Farkadona 
(Greece) 

EMSR271 0,64 0,53 0,45 

 

Baseline2 

Table 3 contains the accuracy values of the discriminant analysis method applied on the 
testing set for several cases including different discriminant functions, different annotation 
areas and finally with and without applying post-processing. 

Table 3: Discriminant analysis accuracy 

  Linear Diagonal 
Linear 

Quadratic Diagonal 
Quadratic 

Mahalanobis 

Full 
Image 

Mask before 
post-processing 

56.2676 45.8455 50.1789 34.8459 51.1556 

 Mask after 
post-processing 

56.1781 45.6994 51.8167 36.9312 53.0569 

Dam 
Region 

Mask before 
post-processing 

73.4600 73.8431 87.4349 59.5132 87.7580 

 Mask after 
post-processing 

73.2535 73.3361 88.9611 62.2060 89.0873 

After a careful observation of Table 3, we can draw the following conclusions: 

 Generally, post-processing operations improve the mean accuracy 

 Mean accuracy of full image is low as annotation refers to dam area, which means 
that we are not informed on the existence of water for the area outside the dam 

 Use of Mahalanobis distance in the discriminant analysis produces better results than 
the other distances 

Although the results were quite satisfying, the presented framework is considered the 
baseline for flood monitoring. Therefore in the next deliverable D4.4 (due on M33), we are 
planning on evaluating Convolutional Neural Networks that can be used for classifying the 
image as a whole, R-CNNs that can used for object detection and in particular for recognizing 
the flooded area and other type of CNNs. 

Finally, we should note that in order to evaluate the flood detection algorithm, the need of 
more annotated data is of critical importance. Thus, in order to tackle this issue and also 
after receiving the reviewer comments, we evaluated the possibility of accessing the services 
of the Disaster Charter. Disaster Charter provides satellite data to those affected by natural 
or man-made disasters through registered organisations, for use in monitoring and response 
activities. However, a prerequisite for registering to the Disaster Charter is to be a national 
disaster management authority or its delegated agency in that country. Thus, the only 
EOPEN partner that can apply for this is AAWA, which has already taken the proceedings for 
registering. Apart from Disaster Charter, the use of Copernicus specific services is also of 
interest, such as the EMS. Currently the only entity in Italy that can access these data is the 
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National Civil Protection Department (NCPD) that receives requests from the regional 
authorities. As a result, AAWA has to contact the NCPD in order to get these data and this 
procedure introduces significant delays in receiving the activations. 

2.5  Change detection in PUC2 - “Food Security through Earth Observation 
dataset” 

The PUC2- Food Security through Earth Observation (EO) datasets seeks to address the 
monitoring of food security parameters in South Korea, focusing exclusively on rice 
production.  PUC2 has identified three principal target products to be developed, based on 
the user requirement analysis, as detailed in deliverables D2.1 and D2.2, including rice paddy 
mapping, rice phenology extraction and rice yield estimation. In comparison to the other 
two PUCs, this is the most intensive in terms of EO-based developments; with most of the 
PUC2 implementation effort expected in WP7 under Task 7.1. The identified EO-based target 
products go beyond the premise of change detection. Nevertheless, within the framework of 
the envisaged food security monitoring system, the below elaborated change detection 
methodology integrates as a stepping-stone of the T7.1 developments. 

2.5.1 Related Work/ State of the art in food Security using EO data 

Despite the fact that the presented methodology does not concern the entirety of EO-based 
solutions of PUC2, it is deemed necessary to provide a more general background on the 
state-of-the-art in rice monitoring through EO and place the hereby presented methodology 
within the processing chain of the PUC2 system.  

Manual field visits for survey are costly and time demanding when compared to information 
gathered through earth observation means. Remote sensing is one of the most effective 
technologies to map the extent of crops. Rice area mapping at the parcel, regional and 
national scale has been extensively studied in the past, through several approaches, 
including mono-temporal and multi-temporal classification schemes that utilize both optical 
and microwave/SAR data (Qin et al., 2015, Nguyen et al., 2015, Neetu et al., 2014). Tian et al. 
(2018) have introduced a novel multi-season paddy rice mapping method using Sentinel-1 
and Landsat-8 data under a k-means unsupervised classification scheme. Torbick et al. 
(2017) have produced an updated land cover map, including the rice class, fusing Sentinel-1, 
Landsat-8 OLI and PALSAR-2 data using a random forest classifier. Finally, Pazhanivelan et al. 
(2015) have introduced a robust rule-based classification for mapping rice area with multi-
temporal, X-band, HH polarized SAR imagery (COSMO Skymed and TerraSAR X), with site-
specific parameters.  

It becomes apparent that multiple studies have utilized both optical and SAR data for the 
monitoring of rice, with a lot of research on the usage of Sentinel data, exploiting their 
unprecedented characteristics in temporal and spatial resolution, but also their open access 
nature. Studies have used multiple classification techniques including neural networks, 
supervised and unsupervised machine learning techniques, but also custom rule-based 
systems. Nevertheless, all studies had to manually collect their training and validation 
samples, undermining the design of a fully transferable and site independent framework of 
application for the described systems.  
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In this regard, and bearing in mind EOPEN’s scope wrt scalability, reproducibility and 
transferability, we decided to design a more dynamic rice monitoring system that is largely 
independent of hard-to-attain non-EO information. In this deliverable we suggest a land 
cover map update mechanism based on change detection to produce appropriate training 
and validation datasets for any given year of inspection via utilizing older ground truth 
information. 

2.5.2 Framework 

In this deliverable, we present a framework developed for updating through EO assisted 
change detection the rice map of year 2015 for the South Korean provinces of Dangjin and 
Seosan to reflect the reality of year 2018 (the selected year of inspection). Detailed land 
cover maps at the parcel level, distinguishing between rice and non-rice cultivations, are 
produced every few years in South Korea. However, in order to systematically produce, for 
any given year, the envisaged products of rice mapping and rice yield estimation, updated 
land cover maps are required for the appropriate training and validation of the machine 
learning algorithms utilised. The output product of the below methodology does not attempt 
to accurately classify rice fields for 2018 but merely delete obvious changes in the land cover 
map of 2015. Therefore, using only rice pixels from the 2015 land cover map we eliminate 
outliers for the updated 2018 land cover map. This way the training dataset is refined for the 
machine learning algorithms to follow for the rice paddy classification product.  

 

Figure 11: Framework of land cover map update method 
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Figure 11 illustrates the workflow for the land cover map update methodology. The 
processing was done using GDAL, GRASS and SAGA libraries. The processing chain starts by 
taking the difference of the VH polarized backscatter of Sentinel-1 images in mid-June of 
2015 and 2018 respectively. VH polarization is especially sensitive in the water concentration 
of inundated rice paddies. Imagery sensed in mid-June was selected as it is the period that 
paddies have been recently flooded and rice fields are easily detectable. The preprocessing 
of Sentinel-1 imagery was done in SNAP following the below depicted steps. The two images 
have been additionally co-registered in order to ensure 1-1 pixel match.  

 

Figure 12: Pre-processing of Sentinel-1 imagery 

From the difference product of the two VH backscatter images we record only the pixels of 
extreme differences, using the values of bottom 2% and top 98% of the cell data range as 
thresholds. Then the GDAL function Sieve is utilised in order to remove raster polygons 
smaller than 50 pixels and replace them with the pixel value of the largest neighbour 
polygon, thus eliminating island pixels and filling raster polygon holes. The remaining outlier 
pixels are superimposed with the 2015 rice mask, keeping only matching records. Hence, we 
end up with a set of pixels identified as rice in 2015 that appear non-rice for 2018, as 
illustrated in the following figure.  

 

Figure 13: Unrefined outlier detection product 
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To further refine the above illustrated product, it was attempted to fill in missing pixels 
within the identified non-rice parcels. A raster proximity map was generated to indicate the 
distance from each pixel to the nearest pixels identified as outlier (target pixel).  Then pixels 
that haven’t been yet identified as outliers and have a distance of fewer than 5 pixels from 
outlier pixels are recorded (B in Figure 11). Product C in Figure 11 refers to the automated 
water detection via thresholding, as described in the PUC1 scenario above, but for the VH 
backscatter of 2018 this time. Rice is inundated and therefore the algorithm also works for 
identifying flooded agricultural land. Even though the water mask captures a great deal of 
the total number of rice parcels in the area of interest, it is not perfect, and for this reason it 
is simply a part of a more sophisticated change detection methodology.  

 

Figure 14: VH backscatter 2018 water mask via thresholding 

Product D in Figure 11 refers to the identified rice pixels in the 2015 land cover map, in other 
words the 2015 rice mask. Combining products A-D under the Boolean expression in Figure 
11, we record all outlier pixels of the unrefined detection product (Figure 13), but also pixels 
that are concurrently not included in the VH-backscatter 2018 water mask and have a 
proximity value of fewer than 5 pixels (Figure 14). The final product is illustrated in the 
Figure 15.  

2.5.3 Evaluation 

The evaluation of the showcased product can be twofold:  

1) Evaluate using photointerpretation to determine if identified outliers do not indeed 
represent land covered by rice. Photointerpretation is performed against a pseudocolor RGB 
composite VH, VV, VH/VV backscatter products (Sentinel-1) and the true colour composite of 
10th September 2018 (Sentinel-2) when differences between rice and non-rice fields are 
visually maximum.  

2) Evaluate if indeed the updated training set offers better accuracy results for the machine-
learning based rice paddy classification. Updating a land cover map to function as a training 
and validation dataset can entail certain pitfalls. For instance prior to the implementation of 
the presented method, another land cover update methodology was tried out. Unsupervised 
classification (isocluster-maximum likelihood) identified rice pixels to be used for training the 
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supervised classification algorithm at the next stage. The identified pixels, though indeed rice 
in their vast majority, were not random enough to encapsulate all possible instances of rice. 
Therefore, the supervised classification algorithms were overfit to the training sample of a 
particular type of rice, resulting in considerable misclassifications (low producer’s accuracy, 
high user’s accuracy).  

The suggested methodology attempts to circumvent such issues, by not selecting pixels that 
certainly represent rice, but merely eliminating instances of great land cover change. This 
way the updated training dataset, although not perfect, is characterized by significantly 
reduced noise while maintaining its randomness to avoid overfit.  

This evaluation method requires overall accuracy estimations for the supervised 
classifications (at the 2nd stage) trained with both 2015 land cover map and 2018 updated 
land cover map for 2018, evaluated against the same validation dataset (to be constructed 
via photointerpretation). The above presented evaluation framework remains to be 
performed in the coming months, aligning with the timeline of PUC2 related 
implementations in Task 7.1.  

2.5.4 Results 

The figure below (Figure 15) illustrates the final refined outliers detection output at the top 
left corner. Rice fields based on the 2015 land cover map and the unrefined outlier detection 
are also shown for visual comparison.   
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Figure 15: top left - refined outliers detection, top right – unrefined outliers detection, 
bottom left – true colour composite September 2018, bottom right – rice pixels based on 

2018 land cover map 

The illustrated figures throughout this section represent an indicative snapshot of the area 
of interest. The method was tested in a total area of 7,185 ha land that was found to be rice 
in 2015. The detected outlier pixels amounted to 396 ha, therefore resulting in a 5.5% 
change. This percentage does not only refer to rice parcels that altered to non-rice 
cultivations in 2018, but also pixels on the parcel borders that were classified as rice due to 
less than optimal parcel digitization in the 2015 land cover map. This further refines and 
removes noise from the training dataset.  

2.6  Change detection in PUC3 - “Monitoring the Climate Change through 
Earth Observation Flood Monitoring” 

In general, PUC3 covers a wide range of phenomena to be monitored. However, this section 
focuses on identifying whether a road is passable or not due to water floods. This scenario is 
closely related to the road maintenance that involves monitoring of road conditions during 
extreme weather events. In the current deliverable and similarly to the PUC1, we describe 
road possibility approaches that will be applied for detecting obstacles and disasters on the 
road network by considering EO data. The other aspects of PUC3 involve other data types 
(e.g. weather data) and will be reported within the context of other deliverables (including 
D3.2Meteorological and climatological data acquisition report). 

2.6.1 State of the art in road passability using EO data 

A significant issue that occurs during extended rain events is the one of the flooded passages 
between major waypoints, making the areas unreachable by conventional means of 
transportation. 

The latest approach of the road passability issue involves the usage of deep convolutional 
neural networks (DCNN). In the work at (Dias et al., 2018) 10 CNNs were trained on 
ImageNet to predict if it is possible to travel through a flooded area.  The impact of transfer 
learning was demonstrated compared to the limited size of training dataset. For the 
annotation, oriented squares of the two waypoints were generated, so the model could 
learn how to find a path between them. The work at (Said et al., 2018) was also based on 
DCNN (Inception v3) and transfer learning technique. To improve the road patches 
classification performance, various augmentation operations were performed, including 
flipping of image and alteration of the brightness. The RMSprop optimizer is used, which 
allows an adaptive learning rate during the training process. 

Alternatively, identifying remotely the passability between two way points can be 
investigated as a combination of the flood monitoring (2.4.1) and the road extraction topic. 
The road components can be extracted from Satellite images using Laplacian of Gaussian 
operator (Babu et al., 2016). The image is pre-processed to identify the color space 
components. To obtain more details of the image, fusion of a panchromatic and a 
multispectral image of an area is performed, where objects are identified using the hue-
saturation-value (HSY) color models components. Hue and luminance may have similar 
values at distinguishing roads from sandy regions but can be resolved by using saturation. At 
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the work of (Henry et al., 2018) 3 different Fully-Convolutional Neural Networks (FCNNs) 
were trained from scratch, where a considerable performance drop is noticed when using 
weights pre-trained on ImageNet, due to the different nature of SAR images compared to 
optical ones. 

Contrary to these approaches, we aim to infer whether a satellite image patch contains a 
passable road segment or not, without the need to segment the image patch into “road” and 
“no-road” regions. 

2.6.2 Framework 

In this section, we present the baseline framework that is developed for identifying whether 
a road is passable due to water using satellite images. The framework used considers pre-
trained Convolutional Neural Networks (CNNs). Several networks were evaluated in order to 
decide on the model capturing best the “road passability” problem (Moumtzidou, et al. 
2019). 
This task focuses on detecting the passability of roads due to extreme weather conditions, 
rather than identifying the actual roads. Nevertheless, OpenStreetMap API has been 
investigated in order to check whether road information can be extracted and used to 
potentially improve the road passability framework. The outcome of the study on 
OpenStreetMap showed that it is technically possible to extract the road network of any 
country. Thus, we will explore in the future and beyond the EOPEN project how and whether 
the use of OpenStreetMap can improve the performance in the road passability problem. 
In the current version of the road possibility problem, we experimented with the following 
models: VGG-19 (Simonyan and Zisserman, 2014), Inception-v3 (Szegedy, et al. 2016), and 
ResNet (He, et al. 2016). VGG is a convolutional neural network model developed by the 
University of Oxford that was originally developed for the ImageNet dataset. The model 
involves 19 layers and it has as input images of size 224 x 224 pixels. Inception-v3 is another 
ImageNet-optimized model. It is developed by Google and has a strong emphasis on making 
scaling to deep networks computationally efficient, having as input images with size 299 x 
299 pixels. Finally, ResNet-50 is a model developed by Microsoft Research using a structure 
that uses residual functions to help add considerable stability to deep networks, using as 
input 224 x 224 pixel images. For each of the aforementioned networks, we performed fine-
tuning which involved removing the last pooling layers and replacing it with a new pooling 
layer with a softmax activation function with size 2 given that our aim is to recognize 
whether there is evidence of road passability or not. 

The implementation of the new models is realized with TensorFlow8 and the opensource 
neural network Python package Keras9. In general, the use of the Keras package aims at 
simplifying the training procedure by allowing effortless modification of the network 
structure and the pre-trained weights, freezing the weights in the imported network and 
eventually training the weights in the newly added layers. Thus it is possible to combine 
existing knowledge from the imported weights with the gained knowledge from the domain-
specific collection of satellite images with ground-truth annotation on road passability. 
Figure 16 depicts the fine-tuned VGG-19 architecture. 

                                                      

8 https://www.tensorflow.org/  
9
 https://keras.io/  

https://www.tensorflow.org/
https://keras.io/
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Figure 16: DCNN-based road passability framework. 

2.6.3 Evaluation 

The proposed framework is developed and evaluated on the MediaEval 2018 Satellite Task 
“Emergency Response for Flooding Events”10 - data for “Flood detection in satellite images”. 
The satellite imagery was retrieved from the WorldView Satellite archive11 and captured the 
event "Hurricane Harvey" in 2017 during the period 2017-08-30 till 2017-09-02. The 
geographical location was from the Houston area and the ground sample distance 30 cm 
(1 pixel = 30 cm). 

The dataset consists of 1,437 satellite image patches of flooded areas that were manually 
annotated with a single label to indicate whether the road depicted is passable or not due to 

                                                      
10

 http://www.multimediaeval.org/mediaeval2018/multimediasatellite/  

11
 https://www.satimagingcorp.com/satellite-sensors/worldview-3/  

http://www.multimediaeval.org/mediaeval2018/multimediasatellite/
https://www.satimagingcorp.com/satellite-sensors/worldview-3/
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floods. The dataset was randomly split into a training a validation set. The training set 
contained 1,000 images, while the validation set contained the remaining 437 images.  
Several experiments were run in order to find the best performing model. The parameters 
that were tuned included the learning rate, the batch size and the optimizer function. 
Specifically, the values considered for the aforementioned parameters were the following: 
learning rate values = 0.001, 0.01, 0.1, batch size values = 32, 64, 128, 256, and the optimizer 
functions = Adam, Stochastic Gradient Descent (SGD). Finally, the epoch was set to 35 and 
the loss function considered was the sparse categorical cross-entropy. 

Finally, the evaluation measure used for assessing the performance of the model is the 
accuracy.  

ac𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠
 

2.6.4 Results 

To evaluate the performance of the different networks we considered accuracy as the 
evaluation metric. The results of our analysis are shown in Table 4 and Table 5 and they 
show the accuracy of the train and the validation set for the four networks (i.e. VGG-19, 
Inception v3, ResNet-50, ResNet-101) for two widely used optimizers, i.e. Adam and SGD. 
Specifically, Table 4 shows how the learning parameter affects the performance of the 
networks. After observing carefully the table we can conclude that the networks perform 
better for the lower values of the learning rate, as they reach an average accuracy of 81.2% 
and 78.5% for learning rates 0.001 and 0.01 respectively. 

In the sequel, we experimented with the batch size parameter and observed the impact on 
the networks accuracy (Table 5). The conclusion that can be drawn from this experiment is 
that the increase of the batch size generally improves the accuracy. The best values of 
accuracy are achieved by ResNet-50 for batch size 256 and Adam optimizer (88.2%) and the 
Inception v3 for batch size 128 and Adam optimizer (89.9%) (highlighted in bold). However, 
the accuracy of the validation set for the Inception v3 is significantly lower than that of 
ResNet-50, probably due to over-fitting reasons. Finally, Figure 17depicts a result of the road 
passability framework applied on an image belonging to the test set. 

Table 4: Neural networks accuracy for different learning rate values. 

  Learning rate 0.001 Learning rate 0.01 Learning rate 0.1 

DCNN Optimizer Dev. Set 
Acc. 

Valid. Set 
Acc. Dev. 

Dev. Set 
Acc.  

Valid. Set 
Acc.  

Dev. Set 
Acc.  

Valid. Set 
Acc. 

VGG-19 Adam 0,85 0,6911 0,5640 0,4851 0,5700 0,5904 

VGG-19 SGD 0,8600 0,7140 0,8380 0,7277 - - 

Inception_v3 Adam 0,796 0,6018 0,8120 0,5973 0,4190  0,4348 

Inception_v3 SGD 0,7050 0,6590 0,8100 0,6499 0,8040 0,5995 

ResNet-50 Adam 0,872 0,6247 0,8400 0,6453 0,5670 0,5973 

ResNet-50 SGD 0,789 0,6865 0,8470 0,5538 0,8060 0,6796 

ResNet-101 Adam 0,866 0,5515 0,8450 0,4668 0,7470 0,6590 
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ResNet-101 SGD 0,799 0,6041 0,8700 0,4668 0,8450 0,5858 

 

Table 5: Neural networks accuracy for different batch size values for best performing 
learning rates. 

   Batch size 32 Batch size 64 Batch size 128 Batch size 256 

DCNN Learnin
g rate 

Opti
mizer 

Dev. 
Set 
Acc. 

Valid. 
Set 
Acc. 
Dev. 

Dev. 
Set 
Acc.  

Valid. 
Set 
Acc.  

Dev. 
Set 
Acc.  

Valid. 
Set 
Acc. 

Dev. 
Set 
Acc. 

Valid. 
Set Acc. 
Dev. 

VGG-19 0,001 Adam 0,861 0,7666 0,8610 0,7666 0,8610 0,7667 - - 

VGG-19 0,001 SGD 0,876 0,7071 0,8630 0,7117 0,8740 0,7162 - - 

Inceptio
n_v3 

0,01 Adam 0,788 0,6247 0,8610 0,5789 0,8990 0,5629 0,8800 0,5378 

Inceptio
n_v3 

0,001 SGD 0,792 0,5950 0,8330 0,6224 0,8480 0,5973 0,8550 0,5995 

ResNet-
50 

0,01 Adam 0,833 0,4943 0,8640 0,6957 0,8720 0,7094 0,8820 0,7323 

ResNet-
50 

0,001 SGD 0,804 0,6911 0,8310 0,7094 0,8390 0,7140 0,8390 0,7185 

ResNet-
101 

0,1 Adam 0,86 0,5492 0,8710 0,5126 0,8850 0,5126 0,8890 0,4989 

ResNet-
101 

0,001 SGD 0,789 0,5835 0,8260 0,5995 0,8380 0,5881 0,8390 0,5812 

Although the results were quite satisfying, there is room for improvement which translates 
to higher accuracy values. Therefore in the next deliverable D4.4 (due on M33), we are 
planning on evaluating the same Convolutional Neural Networks but having a more fine-
grained annotation by splitting the images in batches and precisely pointed which part of the 
image contains evidence that a road is passable or not. We are also planning on addressing 
the task as a two-phase problem, where there are two networks; one for addressing the 
issue of road existence and the second for checking whether the existing road is passable or 
not. Finally, we are planning on evaluating other types of CNN networks, specifically, R-CNNs 
that can used for object detection and in particular for recognizing the flooded area in a 
road. 

 

Figure 17: Example of road passability algorithm.  
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3 CONCEPT AND EVENT DETECTION IN NON EO DATA 

This section applies to the social media data (i.e. data retrieved from Twitter) and includes 
two independent tasks. The first is concept detection and extracts high-level content (i.e. 
concepts) from textual and visual low-level information in order to be able to retrieve 
relevant content and to mark multimodal content as relevant or not to a target event (i.e. 
flood, heatwave). The second is event detection and aims at providing notifications on 
specific events, as defined by the user scenarios (e.g. flood events) by exploiting contextual 
data, spatiotemporal and weather information and by applying burst analysis techniques.  

3.1  Concept Detection 

Concept detection is the problem of identifying to which of a set of categories (i.e. classes) a 
new observation belongs to, by considering as known the membership of as of observations 
known as training data. Concept detection is a two-step process that requires at first the 
construction of a model by using a training set of the target category and then the 
application of the model for classifying previously unseen data (testing set). The algorithm 
that implements classification is known as a classifier, i.e. a function that maps one 
observation to a pre-defined class. Usually, the observations (or instances) are described 
using a feature vector that is comprised of measurable properties (or features) of the 
instance. These features may be binary; categorical; integer-valued; or real-valued. Thus, in 
case of images, the feature values might correspond to the pixels of an image and in case of 
text, the feature values might be occurrence frequencies of different words.  

In the sequel, we present an overview of the relevant work on visual concept detection and 
the framework applied for extracting visual concepts. The evaluation section follows which 
includes a short description of the datasets used, the experiments realized, the results 
produced and finally the conclusions are drawn. 

3.1.1 State of the art in Concept Detection 

Image classification involves the use of visual concept detection algorithms based on low-
level features and classifiers for deciding whether an image shows evidence of high-level 
concepts such as water, woman, hand, sky that are chosen from a pre-defined concept pool. 
In this section, we present an overview of the state of the art methods for concept detection 
in images, and then we present the framework proposed within EOPEN. 

As mentioned above, concept detection involves two steps with the first being the extraction 
of visual features, and the second the training of classifiers for each concept using a ground-
truth annotated training set, and the application of these classifiers to unlabeled images. The 
output of the concept detection is a set of confidence scores that measure the probability 
that different concepts appear in the image. Thus, the first step is feature extraction and the 
second is the building of the classification model. 

As far as feature extraction is concerned, it refers to the methods that try to capture the 
visual content of images. Visual descriptors can be divided in two main groups: hand-crafted 
and DCNN-based descriptors. Hand-crafted features can be divided into categories global 
and local descriptors based on the whether they capture the global characteristics of an 
image or detect and capture the local salient points. Common global descriptors are the 
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MPEG-7 descriptors, and the Grid Color Moments. On the other hand, common local 
descriptors are the SIFT descriptor (Lowe, 2004), the SURF descriptor (Bay et al., 2008) and 
their variations. It is quite common to apply in the case of local descriptors a clustering 
algorithm after the feature extraction in order to form a vocabulary of “visual words” that 
essentially translates to global descriptor. The best known approaches for visual word 
assignment are the “bag-of-word” (BoW) representation (Qiu, 2002), the Fisher vector 
(Perronnin et al., 2010) and the VLAD (Jegou et al., 2010). Regarding DCNN-based features, 
they are the most recent trend in feature extraction and image representation and they 
outperform the hand-crafted features in most applications. These features learn directly 
from the raw image pixels using Deep Convolutional Neural Networks (DCNNs). DCNNs 
consist of many layers of feature extractors and can be used both as standalone classifiers, 
i.e., unlabeled images are passed through a pre-trained DCNN that performs the final class 
label prediction directly, or as generators of image features, i.e., the output of a hidden layer 
of the pre-trained DCNN can be used as a global image representation (Simonyan, 2014; 
Markatopoulou, 2015). The latter type of features is referred to as DCNN-based and they are 
usually preferred due to their high performance both in terms of time and accuracy. Several 
DCNN software libraries are available, e.g., Caffe (Jia, 2014), MatConvNet (Vedaldi, 2015), 
and different DCNN architectures have been proposed, e.g., CaffeNet (Krizhevsky, 2012), 
GoogLeNet (Szegedy, 2015). 

Classification step is the second step of the multimedia concept detection process, and it 
involves the construction of models by using the low-level visual features, and then the 
application of these models for image labelling. Common classifiers that are used for 
learning the associations between the image representations and concept labels are the 
Support Vector Machines (SVM) and Logistic Regression (Markatopoulou, 2015). SVMs are 
trained separately for each concept, on ground-truth annotated corpora, and when a new 
unlabeled image arrives, the trained concept detectors will return confidence scores that 
show the belief of each detector that the corresponding concept appears in the image.  

3.1.2 EOPEN Framework in concept detection 

In the employed framework, we trained a 22-layer GoogleNet network (Szegedy, 2015) on 
5055 ImageNet concepts (Pittaras, 2017), which are a subset of the ImageNet “fall” 2011 
dataset12 that was trained originally on 32,326 concepts. The subset of the 5055 concepts 
was produced by considering the following rules: a) concepts that were very similar were 
merged, for example all different dog breeds (e.g. Shih-Tzu, Pekinese, Maltese dog) were 
removed and only the concept dog was kept. The same philosophy was followed for other 
animals and plants as well, b) concepts that correspond to scientific terms were removed, 
for example biological terms such as eukaryote, prokaryote, sporozoite etc., and c) concepts 
with a very few number of positive images were removed. Thus, the classification layer of 
the trained network which is a fully connected layer had dimension equal to 5055. It should 
be noted that after the classification layer a softmax function was applied following the 
GoogleNet architecture. 

                                                      
12

 http://academictorrents.com/details/564a77c1e1119da199ff32622a1609431b9f1c47  

http://academictorrents.com/details/564a77c1e1119da199ff32622a1609431b9f1c47
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In the sequel, in order to target the TRECVID Semantic Indexing SIN 2013 task13, we reduced 
the number of concepts to the 345 SIN TRECVID concepts14. Towards this direction, we 
performed fine-tuning and replaced the classification layer with dimensionality 5055 with a 
classification layer with dimension equal to 345. This layer was also a full connected layer. It 
should be noted that GoogleNet has by default three classification layers. Thus, in order to 
keep the same architecture, we considered as well three classification layers with dimension 
equal to 345. Finally, based on research realized on fine-tuning (Pittaras, 2017), we added an 
extra layer before the classification layers, as it seems to boost its performance. Similarly to 
the classification layer, this layer was also fully connected. Figure 18 depicts the original 
GoogleNet architecture and the Fine-Tuned GoogleNet after applying all the changes 
mentioned above. 

 

Figure 18. Original GoogleNet architecture and Fine-Tuned GoogleNet (layers in red have 
been added or are replacing layers existing in the original GoogleNet). 

The aforementioned-module DCNN is the principal component of the concept detection 
framework depicted in Figure 19. Specifically, the concept detection framework receives as 
input an image. Then, the fine-tuned DCNN is tested on the specific image and a list of 
concepts along with their probabilities is produced. In the sequel, in order to limit the 
number of concepts tagging an image, we consider a double threshold that considers both 
the number of concepts that can appear on an image as well the probability value of the 
concepts. Specifically, we consider only the top 10 concepts with the higher probability given 
that their probability is higher than 0.1. Both thresholds emerged after a careful observation 
of the concepts and their probabilities as well as by the fact that 10 tags are sufficient for 
describing an image.  

Finally, Figure 20 depicts the results of concept detection framework on several images 
retrieved from Twitter.  

 

                                                      
13

 https://www-nlpir.nist.gov/projects/tv2013/index.html  

14
 http://www-nlpir.nist.gov/projects/tv2012/tv11.sin.500.concepts_ann_v2.xls  

https://www-nlpir.nist.gov/projects/tv2013/index.html
http://www-nlpir.nist.gov/projects/tv2012/tv11.sin.500.concepts_ann_v2.xls
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Figure 19. Concept detection framework. 

 

Figure 20. Examples of concept detection on Twitter images (concepts can be found inside 
the red bounding box) 

3.2  Event Detection 

Nowadays, water authorities take measures aiming at reducing risks by minimising the 
possible damage effects and losses that may result from a flood event. Monitoring a flood 
event requires not only weather, sensor, EO data, and messages from first responders, but 
also social data from social media platforms. The constantly growing popularity of 
microblogging, and particularly of the Twitter platform, has led to a collaborative network of 
news distribution between interested users (Bruns et al., 2012b). At the same time, 
organizations have developed a new communication channel with their public using Twitter 
(Saffer et al., 2013). The wide adoption of Twitter by both individuals and authorities can 
also be reflected in the case of natural disasters (Bruns & Burgess, 2014) and the large 
amount of posts generated during such events has motivated the research community to 
investigate on how this data can be proven useful for crisis management. Focusing on real 
flood incidents, (Bruns et al., 2012a) and (Takahashi et al., 2015) conclude that Twitter has a 
leading role in crisis communication due to the timely dissemination of critical information. 
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Regarding the analysis of tweets that are produced during floods, (Saravanou et al., 2015) 
use geo-tagging and visual analytics tools to discover flood-stricken areas, (Vieweg et al., 
2010) employ information extraction strategies to detect the intention of a tweet, i.e. an 
advice, an evacuation order, etc., and (Cheong & Cheong, 2011) perform social network 
analysis techniques to identify active players and how they affect the sharing of crisis 
information. Other works, e.g. (Kongthon et al., 2012) and (Moumtzidou et al., 2018), try to 
estimate whether text or images from tweets are relevant to floods, while (Reuter & 
Schröter, 2015) examine the re-tweet ratio to mine related tweets. Contextual information 
from social media images has also been clustered into events (Schinas et al., 2016), a 
technique which allows for detecting events from unstructured data streams of social media 
content. However, we employ spatiotemporal event detection to explore the frequency of 
collected and relevant tweets in the area of Italy over a one-year period (Andreadis et al., 
2018). 

3.2.1 Framework 

Our target is to exploit actual tweets in order to detect if and when a flooding event is 
occurring, but also to reveal more insights on the event. This will enhance the flood 
situational awareness and support the authorities’ preparedness. The data collection from 
Twitter content is acknowledged to the beAWARE (H2020-700475) project15, aiming to 
demonstrate the availability of relevant content in social media platforms. However, the 
events (peaks in the time series) and word cloud of locations are generated in the EOPEN 
project. The relation between EOPEN with beAWARE, including the similarities and the 
differences of the modules developed in both projects, is presented in detail in the Appendix 
A.2. 

During the first period of EOPEN, we have performed an analysis on the collected tweets 
over one year in Italy to prepare a suitable set of measurements that involve not only textual 
and visual data, but also time series that will demonstrate the existence of an event in 
specific locations and periods of time. 

Let 𝑥1, 𝑥2, … , 𝑥𝑇 be a sample of observations of the number of collected Twitter posts, 
associated to days 1,2, … , 𝑇 respectively. Any new event at day 𝑘 marks the corresponding 
value 𝑥𝑘 as an outlier point. Popular methods in outlier detection involve Z-Score analysis 
(given that the sample is normally distributed), statistical modelling to estimate the sample 
distribution and its associated parameters, Linear Regression Models such as Principal 
Components Analysis, proximity-based non-parametric models, and Information Theory 
Models. Deliverable D4.4 on change, event and community detection techniques will 
examine these event detection techniques in detail, while in this deliverable we report on 
our data analysis on the collected social media posts. 

In order to accumulate a large number of social media data that refer to a specific topic, i.e. 
floods in Italy in our study case, we have focused on a list of keywords (Table 6) to collect 
Twitter content. The selected terms focused mainly on flood events in Italy. This procedure 
lasted from April 01, 2017 until March 31, 2018, resulting in a wide collection of related 
tweets over a complete year. After one year of crawling tweets that concern flooding 
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 https://beaware-project.eu/ 
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incidents in Italy, the collection counted 43,352 tweets. It was anticipated that part of this 
data would also include irrelevant posts, thus we proceeded with human annotation, e.g. 
users that tag tweets as relevant or not. This feedback also serves the development of 
automatic mechanisms to distinguish related posts, where ground-truth annotation is 
required for building robust machine learning algorithms that can automatically filter out 
irrelevant social media posts, as they are developed in WP3 of EOPEN as part of the social 
media crawling task. Figure 21 displays three time series regarding the number of the 
crawled tweets per each date of the year; the first refers to the total set, the second to a 
total of 16,749 annotated tweets by Italian experts and the third to the 4,701 tweets that 
were marked as relevant. The number of annotated posts is always larger than the relevant 
ones, which means that there are indeed many irrelevant items in the collection and, 
therefore, the necessity of a classification method is justified. However, solely by examining 
the uncharacterized data, it is evident that two important events were detected throughout 
the year: one on September 10, 2017 and one on November 04, 2017. In fact, it can be 
confirmed that they relate to the Livorno floods16 and the anniversary of the 1966 flood of 
the Arno in Florence17, respectively. 

Table 6: List of terms used to collect relevant tweets 

Keywords English translation 

alluvione  flood  

alluvionevicenza  flood Vicenza  

allagamento  flooding  

bacchiglione  Bacchiglione  

fiumepiena  full river  

allertameteo  weather alert  

sottopassoallagato  underpass flooded  

alluvione2017  flood 2017  

allertameteovicenza  weather alert Vicenza  

esondazione  flooding  

 

The content of the tweets was further analysed (e.g. removal of punctuation, URLs, and stop 
words) in order to discover the words that were most frequently used. The top ten non-
location terms and the top ten mentioned locations are gathered in Table 7, together with 
their number of appearances and their English translation, when needed. Amongst the most 
repeated non-location words, there is only one term unrelated to floods (the music band 
Benji & Fede), while the most frequent locations are all places in Italy, including the country 
itself. These lists are also illustrated as word clouds in Figure 22. 
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 https://en.wikipedia.org/wiki/2017_Livorno_floods  

17
 https://en.wikipedia.org/wiki/1966_flood_of_the_Arno  

https://en.wikipedia.org/wiki/2017_Livorno_floods
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Table 7: Most frequently mentioned terms inside the collected tweets, separated in 
locations and non-locations 

 Non-locations Locations 

#  Appearances  Word  English translation  Appearances  Word  

1  30820  alluvione  flood  9542  Livorno  

2  5418  colpire  to hit  1869  Roma  

3  5388  maltempo  bad weather  1532  Firenze  

4  4915  vittima  victim  999  Italia  

5  4774  allagare  to flood  968  Genova  

6  4100  allertameteo  weather alert  932  Valtellina  

7  3751  famiglia  family  878  Toscana  

8  3484  pensiero  thought  563  Milano  

9  3407  tenere  to hold  414  Sardegna  

10  3360  benjiefede  Benji & Fede (band)  386  Parma  

 

Using the top five non-location concepts and the top five locations, we have examined their 
frequency during the complete period of crawling. The time series of the number of 
appearances of each word are shown in Figure 23 and in Figure 24. The higher usage of the 
words “bad weather” and “victim” on September 10 compared to November 4 can be 
interpreted as the difference between an occurring flood and an anniversary. Furthermore, 
the increase on the appearances of “Livorno” and “Firenze” (Florence) on the same dates 
agrees with the afore-mentioned events. 

 

Figure 21. Fluctuation of the number of tweets during last year, grouped as collected, 
annotated and relevant 
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Figure 22. Top ten most recurrent words and locations, as word clouds 

 

Figure 23. Appearances of the top five most used non-location words during last year 

 

Figure 24. Appearances of the top five most used locations during last year 
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The results of our analysis indicate that specific flood events can also be detected from the 
analysis of social media streams using citizen observations. EOPEN is able to use 
meteorological data to forecast a potential (flood) event before it occurs, social media 
observations are able to detect this event during its occurrence and analysed satellite 
imagery can map the flooded areas to support the recovery procedures after the crisis 
event. 
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4 SIMILARITY FUSION FROM MULTIPLE SOURCES FOR 
INFORMATION RETRIEVAL 

This section concerns the retrieval of similar observations/content found inside the EOPEN 
collection. The interesting element in the retrieval is that the content collected is described 
by several modalities (i.e. visual, textual, spatiotemporal, and concepts). Thus, there is the 
need to fuse these multimodal objects in a scalable way, taking into account memory and 
computational complexity, in order to retrieve similar content in response to a query. We 
present an overview of the existing approaches that realise multimodal fusion and retrieval. 

4.1  State of the art in Similarity Fusion 

Multimedia retrieval is a challenging problem due to the diversity and size of multimedia 
data combined with the difficulty of expressing desired queries. Over the years, many 
different approaches for multimedia retrieval have been introduced and compared. The 
main challenge seems to be the combination of multiple heterogeneous features 
(modalities) that can be extracted from collections of multimedia objects (e.g. low-level 
visual descriptors, high-level textual or visual features, etc.). The aforementioned 
combination process is known as multimodal fusion.  

In some works, users can intervene and provide their feedback to the system. In (Xu, et al. 
2015), the authors study the possibility of exploiting user-generated relevance feedback as a 
way to improve video similarity in video retrieval systems, using multiple modalities. 

In general, there are three main strategies for multimodal fusion with respect to the level, at 
which fusion is accomplished. The first strategy is called early fusion and performs fusion at 
the feature level (e.g. (Caicedo, et al. 2012), (Magalhaes, et al. 2010)), where features from 
the considered modalities are combined into a common feature vector. The second strategy 
is the late fusion that fuses information at the decision level. This means that each modality 
is first learned separately and the individual results are aggregated into a final common 
decision (e.g. (Kitanovski, et al. 201), (Younessian, et al. 2012)). An advantage of early fusion 
inspired approaches (Atrey, et al. 2010) is the fact that it utilises the correlation between 
multiple features from different modalities at an early stage. However when the number of 
modalities increases, there is a decrease in their performance due to the fact that this makes 
it difficult to learn the cross-correlation among the heterogeneous features. On the other 
hand, late fusion is much more scalable (in terms of the modalities used) and flexible (as it 
enables the use of the most suitable methods for analysing each single modality) than early 
fusion, but fails on the other hand to utilize the feature-level correlation among modalities 
(Atrey, et al. 2010). Finally, the third strategy, called hybrid fusion, aims at exploiting the 
advantages of both early and late fusion strategies (e.g. (Yu, et al. 2014)).  

Another interesting type of fusion is metric fusion (Wang, et al. 2013), an approach that 
attempts to fuse different “views” of the same modality, e.g. different types of low-level 
visual features for describing images.  

Some multimedia and cross-modal retrieval studies have focused on specific methodologies. 

An example is the well-known Latent Dirichlet Allocation (LDA). Wang, et al. (2014) proposed 
a supervised multimodal mutual topic reinforce modelling approach for cross-modal 



Dx.x – V1.0 

 

Page 43 

retrieval, called M3R. Another methodology is the Partial Least Squares (PLS) and a PLS-
based framework was proposed by Siddiquie, et al. (2014) that maps queries from multiple 
modalities to points in a common linear subspace. Correlation matching is another 
methodology and in (Rasiwasia, et al. 2010), the authors utilized the correlation matching 
between the textual and visual modalities of multimedia documents in the task of cross-
modal document retrieval.  

With respect to graph-based methods and random-walk approaches (Ah-Pine, et al. 2015) 
present a unifying multimedia retrieval framework that incorporates two graph-based 
methods, namely cross-modal similarities and random-walk based scores. Specifically, the 
random-walk approach for multimodal fusion was introduced in (Hsu, et al. 2007), where the 
fusion of textual and visual information leads to improved performance in the video search 
task. The framework in (Ah-Pine, et al. 2015) includes as special cases all well-known fusion 
models (e.g. early, late, and diffusion-based) and does not require users’ relevance feedback.  

Finally, the most recent trend on multimedia retrieval problems is the use of deep learning. 
In this context, Feng et al. (Feng, et al. 2014) makes use of deep auto-encoders to learn 
features from different modalities in the task of cross-modal retrieval. Similarly, Wang et al. 
(2014) proposed a mapping mechanism for multimodal retrieval based on stacked auto-
encoders. This mechanism learns one stacked auto-encoder for each modality in order to 
map the high-dimensional features into a common low-dimensional latent space. Finally, in 
(Wang, et al. 2015), a model based on Convolutional Neural Networks (CNN) that can be 
used for modality-specific feature learning was introduced.  

4.2  Current EOPEN Framework in similarity search 

The current EOPEN framework focuses exclusively on tweets and does not consider EO data. 
The key characteristics of tweets are that their text is rather short (the upper limit of allowed 
characters is 140), with non-standard terms, misspellings, "emojis", slang and abbreviations. 
Apart from the text, tweets may contain an image that is usually semantically related to the 
text. Therefore, the representation of a tweet involves three main modalities: 

 Visual concepts 

 Visual features 

 Textual representation 

During the first year of EOPEN, we have developed a one-modality search tool by 
considering solely the visual information (i.e. visual concepts or visual features). In both 
cases, the developed functionality is designed to be triggered by the user, by requesting 
information relevant to a text-image pair.  

As far as visual concepts are concerned, they are extracted by using the concept detection 
framework presented in Section 3.1.2. Considering the concepts and the probabilities 
describing each image, it is possible to rank the images by any concept belonging to the 
concept pool. Fast indexing and retrieval is achieved by inserting in MongoDB at most the 
top 10 concepts per image.  

Regarding the visual features, they are DCNN-based descriptors and they are the output of 
the last pooling layer of the fine-tuned GoogleNet architecture (Pittaras, 2017), described in 
Section 3.1.2. The dimension of the last pooling layer is 1024 and it is used as global image 
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representation. The selection of a DCNN-based feature was based on the outcome of several 
studies that revealed the superiority of such features versus hand-crafted features both in 
terms of accuracy and time. Figure 25 depicts the layer of the GoogleNet architecture that is 
used as DCNN-feature. 

 
Figure 25. Extraction of DCNN-based feature from the fine-tuned GoogleNet. 

  
For the Nearest Neighbour search, we create an Asymmetric Distance Computation index 
(Jegou, et al. 2011) and then, we compute the K-Nearest Neighbours from the query image. 

Finally, a web service is implemented for accelerating the querying and retrieval process. 
This is achieved since in order to query the indexing structures, a two-step procedure is 
realized that involves: a) the loading of the index on the RAM memory, and b) the querying 
to the index. The first one of these steps is very time-consuming since it requires more than 
three minutes. Therefore, in order to eliminate the time required for the index loading, a 
web service is created that loads this indexing structures in RAM, and thus allows instant 
querying of the structure and eventually fast results retrieval each time a visual query is 
realized. We illustrate the information retrieval functionality in social media images using 
visual concepts in Figure 26. 

Finally, as far as the textual representation of tweets is concerned after considering the 
traits of the tweets and based on several studies, we decided on avoiding classic text 
representation techniques such as BoW or Term Frequency Inversed Document Frequency 
(TFIDF) as the low number of features doesn’t provide enough word co-occurrence. The 
most recent approaches in text classification that outperform other methods and perform 
well in cases of short text (when a significantly large corpus is available) are the word 
embeddings such as word2vec (Mikolov, et al. 2013) and GloVe (Pennington, et al. 2014). 
Word embeddings stand on the concept that similar words tend to occur together and will 
have a similar context (e.g. football and basketball tend to have a similar context around 
sports). It should be noted that both word2vec and GloVe are based on Deep Neural 
Networks (DNN).  Eventually, the Euclidean distance is used for retrieving similar tweets to 
the query tweet. 
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Figure 26. Information retrieval in social media images using visual concepts. 
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5 DATA CLUSTERING AND EXCHANGE AMONG FEDERATED 
DATABASES 

This section involves the development of clustering algorithms that allow the co-clustering of 
both non-EO and EO data. As far as the non-EO data are concerned, we discriminate 
between visual and textual information. In this deliverable we provide an overview of the 
related work for both data types, and the framework that will be developed both for EO and 
non-EO data. Here, we focused primarily on enabling clustering of visual and textual 
information to cover both aspects of EO and non-EO data. The final framework including a 
co-clustering of both approaches, as well as the experiments on the performance of the 
algorithms selected for data clustering will be presented in the deliverable 4.2 (“Report on 
data clustering of EO and non-EO data”) that is due on M25. 

5.1  Non-EO Data Clustering 

5.1.1 Clustering visual information 

Clustering is central to many data-driven application domains and has been studied 
extensively in terms of distance functions and grouping algorithms (Xie et al., 2016, June). A 
good clustering method shall have the following properties: 

 High intra-class similarity: Cohesive within clusters 

 Low inter-class similarity: Distinctive between clusters 

To better meet the properties stated above, the algorithm autoencoder was developed. An 
autoencoder is a type of artificial neural network used to learn efficient data codings in an 
unsupervised manner (Liou et al., 2008). The standard structure of autoencoder is composed 
of three layers: input layer, hidden layer and output layer. Logically, an autoencoder is 
divided into two parts: encoder and decoder.  The job of the encoder is to compress the 
input data to lower dimensional features, and the decoder’s job is on the other hand to 
reconstruct the high dimensional data from the compressed features. Thus, the input and 
output layer must have the same number of nodes. The similarity between the input data 
and output data are usually used to judge the performance of an autoencoder model, the 
higher similarity, the better. However, although autoencoder is good at extract key features 
from the initial high dimensional data, only utilization of autoencoder cannot meet the 
requirement for complex problems. Under these circumstances, the combination of 
autoencoder and other algorithms, for example k-means, are often adopted. It has been 
proven that the joint use of autoencoder and k-means can highly improve the performance 
of clustering on images. 

Besides unsupervised clustering, the visualization is also a critical problem for high 
dimensional data. The method “t-distributed Stochastic Neighbour Embedding (t-SNE)” was 
developed to solve such a problem. t-SNE visualizes high-dimensional data by giving each 
data point a location in a two or three-dimensional map. The technique is a variation of 
Stochastic Neighbour Embedding (Hinton and Roweis, 2002), which is more straightforward 
to optimize, and produces significantly better visualizations by reducing the tendency to 
crowd points together in the centre of the map (Maaten, L. V. D. and Hinton, G., 2008). The 

https://en.wikipedia.org/wiki/Artificial_neural_network
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t-SNE algorithm is mainly composed of two main stages. The first stage is to build a 
probability distribution over pairs of high-dimensional objects. With this distribution, it is 
highly probable that similar objects are picked, while with little possibility that dissimilar 
objects being picked.  In the second stage, another probability distribution over the points in 
the low-dimensional map is defined, by which the Kullback–Leibler divergence (KLD) 
between the two distributions with respect to the locations of the points in the map is 
minimized. With t-SNE, it is possible to successfully visualize large real-world data sets with 
limited computational demands. It has been shown that t-SNE outperforms existing state-of-
the-art techniques for visualizing a variety of real-world datasets. 

Framework 

As stated above, autoencoder and other machine learning algorithms will be adopted to do 
the unsupervised image clustering. To construct the neural network and other models, 
TensorFlow will be used.  

TensorFlow is an open source software library for numerical computation using data flow 
graphs (Abadi et. al, 2016). In TensorFlow, mathematical operations are represented as the 
nodes in the graph, and the multidimensional data arrays (tensors) are shown as edges. 
Keras (TensorFlow backend) is utilized in the project, which is a high level API to build deep 
learning models. And there exist many advantages of employing Keras TensorFlow. One 
advantage is that it comes with solid support for machine learning and deep learning, and 
compared to other frameworks, the numerical computation core of TensorFlow is very 
flexible and powerful. Another advantage is that Keras TensorFlow, enabling distributed 
computing, is specialized for deep learning. As a result, users don’t need to build the model 
from scratch, but to call the functionalities defined in TensorFlow. 

5.1.2 Clustering textual information 

Latent Dirichlet Allocation (LDA) (Blei and Jordan, 2003a) has been a model that performs 
very well when the number of topics is given as input, and has been extended to the 
hierarchical Dirichlet process (Teh et al., 2012) and DP-means (Kulis and Jordan, 2012), to 
overcome this issue. F-OPTICS, presented by (Schneider and Vlachos, 2013), has reduced the 
computational cost of the OPTICS algorithm, originally introduced in (Ankerst et al., 1999), 
using a probabilistic definition of the reachability distance, without significant accuracy 
reduction. The OPTICS-𝜉 algorithm (Ankerst et al., 1999) requires an extra parameter 𝜉, 
which has to be manually set in order to find “dents” in the OPTICS reachability plot. We 
shall use the original definition of the reachability distance (Ester et al., 1996), aiming to limit 
down the number of parameters. (Gan and Tao, 2015) introduces an approximate version of 
DBSCAN that could be combined with our proposed DBSCAN-Martingale approach by 
replacing DBSCAN with its corresponding approximate clustering algorithm. NQ-DBSCAN is a 
recent algorithm for density-based clustering, (Chen et al., 2018), which aims to reduce the 
number of unnecessary distance computations in order to provide a faster version of 
DBSCAN, without significant deviation from the exact output of the original DBSCAN 
algorithm. In NQ-DBSCAN the selection of the parameters 𝜀 and 𝑚𝑖𝑛𝑃𝑡𝑠) is considered 
optimal and a priori given. (Schubert et al., 2017) consider more challenging to estimate the 
density level 𝜀 rather than the more intuitive task to determine 𝑚𝑖𝑛𝑃𝑡𝑠. Recent sequential 
density-based clustering approaches involve several iterations to obtain the final cluster 
structure (Louhichi et al., 2014) (Mai et al., 2017). 



Dx.x – V1.0 

 

Page 48 

In EOPEN, we cluster textual streams of data, in a service referred also as “topic detection”, 
which is based on the combination of density-based clustering with LDA, as proposed in 
(Gialampoukidis et al., 2016d). The module estimates the number of clusters (topics) and the 
estimation is followed by Latent Dirichlet Allocation (Blei et al., 2003b), so as to assign social 
media posts to topics. Topic detection takes place either on the most recent (using a 
timeframe option) posts or on the ones that are provided by a search by keyword.  

In Figure 27 we present the current illustration that we have designed for clustering textual 
data and presenting the groups of tweets using representative terms as the most frequent 
ones in the language of the corpus. 

 

Figure 27. Clusters are presented as word clouds with the most frequent terms and each 
cluster contains a set of tweets. 

5.2  EO Data Clustering 

5.2.1 State of the art in clustering EO data 

Unsupervised techniques to analyse vast amounts of EO data are nowadays crucial in order 
to perform complex analytics tasks such as detecting hidden patterns in an automatic 
manner.  Applications of clustering for remote sensing data can be found throughout diverse 
domains such as agriculture (Abbas et al. 2016; Rahmah and Sitanggang 2016; Pascucci et al. 
2018), hydrology (Cucchi et al. 2017; Qiao et al. 2018; Agarwal et al. 2016), earthquake 
analysis (Savaş et al. 2019; Harris and Anitha 2017), change detection (Leichtle et al. 2017), 
and anomaly detection (Liu et al. 2017a; Liu et al. 2017b), to name but a few. The most 
common reason to apply clustering on EO data is the task of image segmentation (Nguyen et 
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al. 2018; Richards et al. 2010; Choubin et al. 2017; Pappas 1992). Image segmentation 
divides a given image into homogeneous parts, e.g. grouping pixels in an image together if 
they inhere the same colour; that way, roads or river streams are identifiable using 
unsupervised algorithms such as clustering (Wagstaff et al. 2001). Unsupervised image 
segmentation is thus often a pre-processing routine before classification is applied. Although 
clustering is able to identify patterns, it is not able to label those patterns, meaning 
clustering successfully detects a river stream, but the algorithm is unaware that the detected 
surface is a river. Clustering remote sensing data is, however, not limited to images. Further 
applications include grouping of topographical maps (Kumari et al. 2017) or geophysical data 
such as surface temperature distributions (Liu et al. 2018). However, the review of the state 
of the art in clustering visual information (cf. Section 5.1.1) revealed a great number of 
additional algorithms to be applied for the challenge of image segmentation and 
classification, which will be considered by EOPEN. 

Reviewing the literature of clustering EO data, most applications rely on the well-known k-
Means clustering algorithm. k-Means is a partitioning-based, prototype-based clustering 
algorithm, which divides a given dataset into k clusters, which are represented by their 
prototype. Normally, the centroid of the cluster is selected as the prototype. In each cluster, 
objects (e.g. images) are more similar to each other than to objects of other clusters. k-
Means is quite versatile, and is therefore applied in diverse scenarios: grouping of text 
documents based on similarity (Huang 2008), novelty detection (Markou and Singh 2003), 
outlier detection (Chawla and Gionis 2013), dimension reduction (Ding and Li 2007), image 
segmentation (Ray and Turi 1999; Pappas 1992), and anomaly detection (Münz et al. 2007). 
k-Means is parameterized with an appropriate distance measure (e.g. Euclidean distance 
(Bora and Gupta)) and the number k of desired clusters to detect. The algorithm converges 
towards a local optimum (Ray and Turi 1999). However, it is unknown in advance, which k 
yields a global optimum, and thus the algorithm has to be executed multiple items for a 
given set of pre-defined values of k. Naturally, finding the “optimal” k is not trivial, and thus 
authors have further developed the algorithm to overcome its inherent limitations: ISODATA 
clustering (Verma et al. 2017; Abbas et al. 2016), GEO k-Means (Mato and Toulkeridis 2018), 
Fuzzy c-Means (Choubin et al. 2017), and functional k-Means (Pascucci et al. 2018). Besides 
k-Means, also other standard algorithms are applied to cluster EO data: hierarchical 
clustering (Huo et al. 2015), principal component analysis (PCA) (Shahdoosti and Ghassemian 
2016), and spectral clustering (Murphy and Maggioni 2017). Spectral clustering performs the 
clustering in a lower dimension by first performing a dimension reduction using the 
Eigenvalues of the distance matrix. In (Liu et al. 2017b), spectral clustering is successfully 
applied to detect anomalistic data as a pre-processing step to improve data quality and 
remove noisy data. 

5.2.2 Framework  

The module will be implemented as a service, and will offer to users common clustering 
algorithms such as the mentioned k-Means algorithm, bisecting k-Means (Savaresi and Boley 
2001), and Latent Dirichlet Allocation. The objective is that these algorithms can then 
universally be applied to a diverse set of problems. Since the optimal number of clusters is 
often unknown in advance, the module will automatically perform multiple iterations of 
concerned clustering algorithms, evaluate the results based on well-established clustering 
criteria such as the Silhouette coefficient (Rousseeuw 1987), and finally select the optimal 
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number of clusters. In comparison to other tasks in this work package, the focus is rather on 
porting existing algorithms to the Big Data infrastructure than to improve existing 
approaches found in the literature. In this context, the distributed data analytics framework 
Apache Spark18 shall be used. Furthermore, the framework developed for clustering of visual 
content is directly applicable to cluster EO-related imagery as well. 

 

                                                      
18

 https://spark.apache.org/  

https://spark.apache.org/
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6 COMMUNITY DETECTION IN SOCIAL MEDIA 

EOPEN will detect end-user communities through their interaction with the EOPEN platform. 
Any two user accounts who download the same product will be linked, due to their interest 
in the same area. Moreover, links among users appear in the context of Social Media, where 
one user follows or mentions another user, leading to a complex network of user-to-user 
interactions that will be visualised in EOPEN. To detect such online and offline communities, 
EOPEN will be based on density-based approaches (Gialampoukidis et al., 2016b) to detect 
communities in complex networks. 

6.1  State of the art in Community Detection methods 

A large number of community detection algorithms has appeared in the literature, e.g. 
(Fortunato, 2010), (Malliaros and Vazirgiannis, 2013), (Harenberg et al., 2014), but only few 
of them are directly applicable to large scale complex networks, such as social media graphs, 
as reviewed in (Papadopoulos et al., 2012). The Girvan-Newman community detection 
algorithm (Girvan and Newman, 2002) (Newman and Girvan, 2004) is a divisive hierarchical 
process based on edge betweenness, a centrality measure that can be quickly calculated 
(Brandes, 2001). An alternative hierarchical approach for community detection uses the 
modularity measure as an objective function to optimize (Clauset et al., 2004). Initially, all 
vertices are separate communities and any two communities are merged if the modularity 
increases.  

The Label Propagation method (Raghavan et al., 2007) initializes every node with a unique 
label and at each step every node adopts the label that most of its neighbours currently 
have. Hence, an iterative process is defined, in which densely connected groups of nodes 
form a consensus on a label and communities are extracted. The Louvain method (Blondel et 
al., 2008) is also based on the maximisation of modularity and involves two phases that are 
repeated iteratively. The Walktrap method (Pons and Latapy, 2006) generates random short 
walks on the graph by simulating transitions between nodes. Since short random walks tend 
to stay within the same community, it is possible to detect communities using such random 
walks. 

The Infomap method (Rosvall and Bergstrom, 2008; Rosvall et al., 2009; Bohlin et al., 2014) is 
an information-theoretic approach to community detection which considers the problem of 
finding a community structure in networks equivalent to a coding problem where the goal is 
to minimise the Shannon information required for the transmission of a message, by giving a 
unique name (codeword) to every node in the network.  

The graph-analogue of DBSCAN (Ester et al., 1996) is called DBSCAN* (Campello et al., 2013) 
and defines core objects in a graph in a way similar to the core points of DBSCAN. The 
transition though from density-based clustering of spatial datasets to community detection 
in graphs through DBSCAN* does not involve border points, due to an updated definition of 
reachability (see (Campello et al., 2013) for further details). Both DBSCAN and DBSCAN* are 
based on two parameters: the desired density level 𝜀 and a lower bound for the number of 
points in a cluster 𝑚𝑖𝑛𝑃𝑡𝑠. The estimation of the density level is not a trivial task and several 
approaches that extend DBSCAN have been proposed for extracting clusters without 
determining a priori the parameter 𝜀, including a DBSCAN-Martingale approach 
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(Gialampoukidis et al., 2016d) that introduces a variable density level in the clustering 
algorithm based on a Martingale process. This motivates us to investigate the application of 
Martingales to DBSCAN* and in particular for introducing an adjustable 𝑚𝑖𝑛𝑃𝑡𝑠 parameter 
that plays an important role in community detection. 

6.2  EOPEN community detection module 

The proposed module offers two novel functionalities, which are based on the key-player 
identification method of (Gialampoukidis et al., 2016c) and the key-community detection of 
(Gialampoukidis et al., 2017a). We adopt the Louvain algorithm (Blondel et al., 2008) for key-
community detection, as a fast and scalable approach that admits hierarchical and iterative 
methods to maximise modularity: 

𝑄 =  
1

2𝑚
∑(𝑒𝑖𝑖 − 𝑎𝑖

2)

𝑐

𝑖=1

 

where 𝑒𝑖𝑗 is the fraction of links between a node in community 𝑖 and a node in community 𝑗, 

𝑎𝑖 is the fraction of links between two members of the community 𝑖, 𝑚 = ∑ 𝑑𝑒𝑔(𝑛𝑘)𝑘 . 

On the detected community of nodes, we compute the degree measure per node 𝑘, defined 
as the number of neighbours of the node 𝑘. The nodes with the largest degree are known as 
hubs or "key-players” in the social network interactions. 

In Figure 28 communities are visualised as connected graphs of different colour and “key-
players” are presented in a horizontal list (at the bottom). 

 

Figure 28. Communities and key-players in social media data collected for EOPEN 
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7 CONCLUSIONS 

In this deliverable, we have presented the first version of change detection techniques. In 
this context we have proposed baseline approaches for flood monitoring by exploiting both 
optical and SAR (radar) satellite data. Having two different types of data sources provides us 
with better flexibility on the generation of the water-bodies masks. SAR satellites are able to 
provide a constant flow of images, regardless the weather condition, whilst optical data 
provide more human friendly images. In case of SAR images an automatic thresholding 
method was applied that processes Sentinel-1 radar data. For radar satellite data an 
automatic thresholding approach is tested, while for the optical data a modified Modified 
Normalized Difference Water Index (MNDWI) and a discriminant analysis with post-
processing is applied. All approaches showed acceptable performance and are considered as 
baseline for the further development of the flood monitoring module. Regarding the road 
passability scenario, we have fine-tuned several pre-trained DCNNs including ResNet-101, 
VGG-19 and run several experiments in order to tune the learning and batch parameters. 
The results showed that lower values of learning rate and higher values of batch size 
improve generally the performance of the network. Finally, regarding the food security 
scenario visual interpretation of the results showed a rather effective outlier detection 
method. The framework was designed in a way to respect purpose and needs of the change 
detection product. The updated land cover map would function as a training dataset that 
needs to be both clean enough from wrongly labelled entities, but also random and inclusive 
of heterogeneous rice samples to avoid overfitting of the supervised classifiers. Detailed 
evaluation would be possible at the second stage (T7.1 rice paddy mapping), where 
comparisons between classification accuracies using both the 2015 dataset and the updated 
one can take place. 

Regarding change detection, future work will be reported in D4.4 “Change, event and 
community detection techniques” (M33) for the flood monitoring and road passability 
scenarios and in D7.1 and D7.2 for food security scenario. Specifically, regarding flood 
monitoring D4.4 will include training of sophisticated DCNNs based on a time-series of fused 
images, generated by our baseline algorithms and will be used to predict more accurate 
water-bodies masks. As far as road passability is concerned, we are planning on evaluating 
the same DCNNs but have a more fine-grained annotation by splitting the images in batches 
and also consider the problem a two-stage problem, where there are two networks; one for 
addressing the issue of road existence and the second for checking whether the existing road 
is passable or not. Regarding food security, the presented change detection product will be 
used for the training of supervised classification of rice (Random Forest, Recurrent Neural 
Networks) to produce accurate rice maps. Then rice yield models will be developed based on 
the estimated area of rice to estimate the production in kg/ha and compare it with past and 
expected production values. 

Regarding concept detection, a fine-tuned pre-trained GoogleNet was trained on the 345 
TRECVID labels using the ImageNet “fall” 2011 dataset and the results were very satisfactory. 
As future work, we will evaluate other fine-tuning techniques and the results will be 
presented in D4.4. 

Regarding event detection, a preliminary analysis has been carried out on collected social 
media posts over a one-year period in Italy, which refers to floods. Outliers in the quantity of 
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posts per each day have been interpreted as events and have been successfully linked to real 
flooding cases, thus proving a correlation. Future plans include a review of state-of-the-art 
methods in the field of event detection, a real-time implementation of the respective 
module and the integration of weather data, complementary to the social media data. The 
aforementioned work will be documented in D4.4. 

Concerning the similarity fusion module, an overview of the techniques existing in the 
bibliography was presented. Furthermore, the modalities describing the non-EO data (i.e. 
tweets) were described and the approaches for single modality similarity retrieval were 
discussed. In D.4.4, we plan on fusing all the modalities under a framework that will consider 
the computational and memory complexity given the large size of data. 

Clustering has also been investigated for the case of textual information. After a review of 
state-of-the-art algorithms, a combination of density-based clustering with LDA has been 
proposed. A service has been implemented to estimate the number of clusters (also referred 
to as topics), group all tweets into clusters and find the most frequent words per cluster. 
Furthermore, a proof-of-concept was developed to enable LDA clustering on the HPDA 
infrastructure at HLRS. With respect to clustering of EO data, we presented a proof-of-
concept for unsupervised image clustering based on TensorFlow. Future work will thus 
concern both the integration of the service in the EOPEN platform, as well as a stronger 
exploitation of the HPC and HPDA infrastructure at HLRS for larger datasets and faster 
outcomes. The implemented solution and results will be documented in deliverable 4.2 
“Report on data clustering of EO and non-EO data” (M25). 

As far as it concerns the community detection, the Louvain algorithm has been adopted for 
examining social media relationships and the degree measure has been utilized to find key-
players in the communities. In the future, an advanced method to detect key-players will be 
investigated and other connections beyond social media will be taken into consideration, 
such as interaction within the EOPEN platform. 

Finally, the deliverable includes a comparison of the change detection module developed 
within EOPEN against the one that has been developed within another European project, i.e. 
CANDELA, and also a description of EOPEN’s connection to the H2020 beAWARE project, 
since they share common partners. The aforementioned information is found in the 
Appendix section. 
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A Appendix 

A.1. Change Detection in EOPEN and CANDELA 

Change detection EOPEN  CANDELA 

Input data  

Problem 1: Water body detection 

 Sentinel-1 + DEM for slope reduction 

 Sentinel-2 for water delineation  

Problem 2: Change detection for flood/no-flood estimation 

 Sentinel-2 for water relative changes RS and ML 

Problem 3: Rice paddy mapping 

 Sentinel-1 images 

Problem 4: Snow depth estimation 

 Sentinel-1 

 Twitter data 

Problem 5: Road passability estimation 

 VHR images (WorldView3 from DigitalGlobe (0,3 m resolution)) 

All Sentinel-2 data products 

Input data format 

Problem 1: Water body detection 

 Sentinel-1 product in .zip format as they become available from 
Copernicus.  

 DEM in TIFF format. 

 Sentinel-2 product in .zip format as they become available from 
Copernicus with JPEG2000 files holding spectral band BOA 
reflectance. 

Problem 2: Change detection for flood/no-flood estimation 

 Sentinel-2 products in patches as they became available from 

GeoTIFF  
Sentinel-2 data products are converted 
into GeoTiff images thanks to a 
function implemented by TAS FR on 
CANDELA platform  
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Multimedia Satellite task 2019 - 
http://www.multimediaeval.org/mediaeval2019/multimediasatel
lite/  

Problem 3: Rice paddy mapping 

 VH polarized backscatter of Sentinel-1 images 

Problem 4: Snow depth estimation 

 Sentinel-1 VV and VH 

 Twitter posts in JSON 

Problem 5: Road passability estimation 

 Satellite image patches as they became available during the 
Multimedia Satellite task 2018 - 
http://www.multimediaeval.org/mediaeval2018/multimediasatel
lite/ 

Features extracted 

Problem 1: Water body detection 

 VV + VH from Sentinel-1 image 

 DEM as an array from the area of interest 

 MNDWI index from Sentinel-2 image 

Problem 2: Change detection for flood/no-flood estimation 

 DCNN-based: ResNet101, VGG-16, VGG-19, Inception, 
Inception_ResNet_v2 

Problem 3: Rice paddy mapping 

 VV + VH from Sentinel-1 

Problem 4: Snow depth estimation 

 VV + VH from Sentinel-1 

 number of relevant-to-snow tweets  

 number of Twitter images that contain the concept “snow” 

An encoded representation 

More concretely, a 25-dimensional 
vector of each input patch 

http://www.multimediaeval.org/mediaeval2019/multimediasatellite/
http://www.multimediaeval.org/mediaeval2019/multimediasatellite/
http://www.multimediaeval.org/mediaeval2018/multimediasatellite/
http://www.multimediaeval.org/mediaeval2018/multimediasatellite/
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Problem 5: Road passability estimation 

 DCNN-based: ResNet101, VGG-16, VGG-19, Inception, 
Inception_ResNet_v2 

Supervised/Unsupervised 

Problem 1: Water body detection 

 Supervised (slope reduction with Sentinel-1 and DEM using Deep 
Neural Networks) 

 Unsupervised (MNDWI thresholding with Sentinel-2 images) 

Problem 2: Change detection for flood/no-flood estimation 

 Supervised with pretrained differences of RGB images 

 Unsupervised with differences of MNDWI and outlier detection 

Problem 3: Rice paddy mapping 

 Unsupervised and supervised approaches examined (paper in 
press: DOI: 10.1109/TGRS.2020.2981671) 

Problem 4: Snow depth estimation 

 Unsupervised estimation of snow depth and fusion with the 
number of relevant-to-snow posts and Twitter images 

Problem 5: Road passability estimation 

 Supervised on Sentinel-2 patches using Deep Learning 

Unsupervised 

Dataset for experiments 

Problem 1: Water body detection 

For Sentinel-1 + DEM annotated data of lakes provided by the EOPEN 
partner: AAWA (Italian water authority) 

For Sentinel-2: satellite images near Vicenza with ground truth about 
water bodies 

Problem 2: Change detection for flood/no-flood estimation 

MediaEval 2019 Satellite Task 4: "City-centered satellite sequences" with 

Dataset used by TAS FR 

Urbanization: 

Pairs of Sentinel-2 images over several 
countries, like United Arab Emirates, 
Turkmenistan, Angola and Vietnam  
(another dataset will be proposed by 
TerraNIS) 
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timeseries of flood events in urban areas. 

Problem 3: Rice paddy mapping 

Dangjin city, South Korea, EOPEN partners: Korea University and 
Sundosoft LtD. Paper in press: DOI: 10.1109/TGRS.2020.2981671  

Problem 4: Snow depth estimation 

Sentinel-1 images of Finland of year 2018-2019. 3,200 annotated tweets 
by the EOPEN partner: Finnish Meteorological Institute within this period 
and area. 

Problem 5: Road passability estimation 

1,437 VHR satellite image patches, provided by MediaEval 2018 Satellite 
Task: “Emergency Response for Flooding Events” 

Forest fire: 

Pairs of Sentinel-2 images over an area 
of the Amazon forest affected by the 
wildfires in 2019 

(another dataset will be proposed by 
SmallGIS) 

Vineyards: 

Pairs of Sentinel-2 images over a 
region near Bordeaux affected by a 
frost in April 2017 

Maritime traffic: 

Time-series of Sentinel-2 images over 
a harbor zone close to Marseille from 
December 2017 to March 2018 

Open/closed source Open source for all cases Open source for all use cases 

API or GUI available 

Problem 1: Water body detection 

GUI (EOPEN) 

Problem 2: Change detection for flood/no-flood estimation 

Available on demand from CERTH 

Problem 3: Rice paddy mapping 

No 

Problem 4: Snow depth estimation 

No 

API is available on Candela platform  
It is the same API for all the use cases 
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Problem 5: Road passability estimation 

Available on demand from CERTH 

Use of Docker 

Problem 1: Water body detection 

Yes 

Problem 2: Change detection for flood/no-flood estimation 

No 

Problem 3: Rice paddy mapping 

Yes 

Problem 4: Snow depth estimation 

No 

Problem 5: Road passability estimation 

No 

Yes 

It is the same Dockers for all the use 
cases 
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A.2. Connection to the beAWARE project 

The H2020 beAWARE project proposes an integrated solution to support forecasting, 
early warnings, transmission and routing of the emergency data, aggregated analysis of 
multimodal data and management of the coordination between the first responders and 
the authorities. beAWARE started on 01/01/2017 (and concluded on 31/12/2019), while 
EOPEN followed on 01/11/2017. The two projects share some tasks that involve similar 
types of data, such as social media data, meteorological data, and a hydrological model, 
while there is also a common use case, i.e. floods in north-eastern Italy. However, the 
goals and the approaches of each project are completely different and are described in 
this appendix (please also see Table 8). 

Regarding the acquisition of social media data, the beAWARE Crawler has served as a 
basis for EOPEN, but the search criteria had to change. In beAWARE they referred to 
floods, fires and heatwaves, whereas in EOPEN to floods, snow coverage and food 
security. Also, the criteria in EOPEN have been extended to include not only keyword-
based queries, but user-based and location-based queries, too. The task of relevance 
estimation has been part of both projects, but in EOPEN updated models have been 
developed, based on recent annotation and more evolved text classification technologies. 
Moreover, beAWARE included a relevance estimation technique based solely on images. 
Clustering was another common task, but in beAWARE grouping was taking into 
consideration the location and the time of tweets, whereas in EOPEN the similarity 
between the texts/images of the tweets. Finally, tasks that concern social media data, 
such as concept extraction, community and event detection, and localisation, have been 
introduced in the EOPEN project. 

As far as it concerns the meteorological data, the aim in beAWARE was to create real-time 
warnings based on HIRLAM forecasts. Furthermore, the use cases simulated extreme 
weather events by using historical meteorological data. In EOPEN, the use cases are more 
general and the data extends more broadly in both geographical and temporal scales. 

In regards with the hydrological model, AAWA improved it by ingesting the HIRLAM 
forecast in the context of the beAWARE project, while in EOPEN they improved the entire 
EWS with data from Copernicus services (LAND), HIRLAM forecast and the new hydraulic 
model Basement (2D model), useful also for mountain rivers due to the solid transport 
availability. The role of AAWA in beAWARE was more oriented to field operations with 
volunteers; beAWARE provided an interface for the management of an emergency (civil 
protection volunteers). Based mainly on alerts from the beAWARE mobile app and the 
forecast of the hydraulic model (only 1D), an algorithm was developed to calculate the 
risk in real time. 

In addition, the EOPEN project involves the acquisition and analysis of Earth Observation 
data, a source of information that was completely excluded in beAWARE. 
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Table 8: Comparison between beAWARE and EOPEN projects 

 beAWARE 
H2020 DRS, 2017-2020 

EOPEN 
H2020 EO RIA, 2017-2020 

Social media data 

Twitter crawling ● ● 

Relevancy estimation ● ● 

Concept extraction  ● 

Clustering ● ● 

Community detection  ● 

Event detection  ● 

Localisation  ● 

Satellite data 

Water mask generation  ● 

Change detection  ● 

Road passability  ● 

Meteorological data 

NWP forecasts (HIRLAM) ●  ●  

Extreme weather time series ●   

Weather observations  ●  

Climatological trends  ●  

Climatological model output  ●  

AAWA EWS 

AAWA hydrological model 
with HIRALM forecast 

●   
 

AAWA hydraulic model 
(Basement) 

 ●  

Satellite data into the  ●  
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hydrological module 

AAWA Risk calculation 
based on alerts and forecast 

●   

AAWA event detection 
based on forecast 

 ●  

 


